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Linear Regression Distributions
Simple Every sample of certain size has the same chance of being selected (as every Variables x =explanatory/independent Binomial Distribution x~B(n,p) .
e other sample of the same size) i Binompdf (=), Binomed (<) E(X)=Mean=np, Var(X)=np(1 — p), P(X = )=(")p*(1 — p)*
e.8. 150 cars in a parking lot. Want to pick 3 of them . 4 P CE . T -
Sample (SRS) Label cars 001-150 since want blocks of 3  is the variable that you're testing to see whether it Normal Distribution )
- o Ifusinga number line table: 456124321150240984312102364219814 gets affected by x (y on x or y versus x) ot (e wank pot) Standardised variable z = ==
20658 Split the number line up into blocks of 3 and select 3 cars Line of best fit aka least squares Way 1: calculator (raw data) —_—
456124 321 150 240 984 312 102 364 219 814 e[ Geometric Distribution X~Geo(p)
e Cece regression line (LSRL) Enter the data : Mean= ", variance="7
® _If using calculator: Randint (1, 150, 3) will select 3 cars. Stat,Calc, LineRe (how long until 1st success) .
Stratified Split population into smaller groups called strata (subgroups) based on common . R D=l 8 Geopdf (=) P(X=x)=p(1 - p)* ! P(X> r)=(1-p)*
) characteristics/shared attributes. Slope interpretation: for every 1 Freq list: leave blank Geocdf (<) If not using calculator: need to turn all into = or >
.o e.g. A company has 320 drivers, 80 office workers and 40 mechanics. We want increase in unit of x, y Expectation Algebra E(aX + b) = aE(X) + b, VAR(aX + b) = a*Var(X)
to select a committee of 11 to represent all the employees. increases/decreases by b (increases Way 2: easier formula not given raw data but given If Xand Y independent:
number for each category = - %% x sample size required is + slope and decreases if - slope) =@ i = =08 b =r 2 EQXY) = EQOE(Y), Var(aX £ bY) = a*Var(X) + b*Var(¥)
B Drivers=222 x 11 = 8, Office == x 11 = 2, Mech=2% x 11=1 ’ B Expected Value Discrete E)= ZxP(X = 2). Multiply x's by their prob and add
= e Label: Drivers 001-320, Office 321-400, Mechanics 401-440 y intercept interpretation: _ Nf’te' Variance Discrete , Var(X)= X x*P(X = x) — E(X)*
Drivers: Randint (1,320,8) will select 8 drivers when x=0 then y=a i.e. the starting ¥ andy =means Multiply x*'s by their prob and add and then take away E(X)*
Office workers: Randint (321,400,2) will select 2 office workers value - Sy and sy, = standard deviations Normal Approximation To n large, p close to > OR np > 10, n(1 — p) = 10
Mechanics: Randint (1,320,1) will select 1 mechanic ) N X~B(n,p) = X~N(np,np(1 - p))
Systematic Choose subjects in a systematic, orderly/logical way by sampling every k" Way 3: harder formula Blno(mal (don't forget continuity ean i s g =)
element/value To plot line of best fit on Tl 84: o fe correction before finding the prob) .d.
e.g Select a sample of 15 people from a business survey of 1200 people Enter data and go Linreg Y=y =72 (= %), where, Sampling Distributions
&ﬂ,bfl Epzp B D Store RegEq : y vars, function (X x)? SAMPLE Mean Distribution — o2 o
22— 80 i.e. we'll take every 80" value 4 Syx = x2 -2 = x2 — nx? L x~N (;4, 7). Meanispands.d.is |~
s N Y, ,calculate xx n (Central Limit Theorem) n n
e Ifusing number line: 12436289461234560124 L CBEN e e —
Split this up into blocks of 4: 1243 6289 4612 3456 0124 Stat plot, select plot 1, x list: Ly, Sy = Ny — E2ED=3 2 —ngy ondtions It 1HEIla
124 is our starting point ylist Ly SANELEIRtoportion A~N( L"P)) Mean is p and s.d. is _|22=2)
124+80=204, 204+80=284, 284+80=364 etc Press zoom, (9:zoomstat if can’t see Distribution P P ) p -
124,204,284,364,444, 524, 604,634, 764,844,924,1004,1084, 1164, 044 graph Condition: np = 10, n(1 - p) = 10, use POPULATION value p, not sample value p which is
If using a calculator: Randint (1,1200,1) gives 24 so start at 24 = — - - - p=pr 5 " o
24480-104, 104+ 80 = 184, 184+80-264 etc Making Predictions we can plug x values into the line of best fit and solve _‘WE °"{V use pionthe “’_“d‘“""s' intervals'andtestistatistic)
24,104,184,264,344,424,504,584,664,744,824,904,984,1064,1144. for y and vice versa Hypothesis Testing — Test Statistics
Cluster oA e S bl EVERTONET oy Interpolation plugging values into line of best fit that ARE within Assumptions See confidence interval section
randomly chosen subgroups. Normally we split up based on area/geographical ity sy R =
location. This s similar to stratified sampling, but with stratified sampling the _ ata rang X — G u
randomness is applied when selecting within each subgroup whereas with Extrapolation plugging values into line of best fit that aren’t within or >
cluster sampling the randomness is applied when selecting between each the data range (not safe/not accurate) Use population values and Hy or p>-
subgroup. When we select the subgroup, we choose EVERY number inside. 5 = N = ask yourself or p<
Therefore not all subgroups will be chosen and therefore won't be represented Correlation coefficient () Way 1: calculator (if have raw data) v P#E e oor pF
in the sample unlike with stratified. Stat,Calc LineReg(ax+b) e whether 1 or 2 sample 2 sample:
Note: n if r is not appearing go to:Catalog, Diagnostic on e whetherZorT Ho:py — p,=Oi.e. py=p; or jt; — = 0i.e. =1,
= sy and s, = standard deviations Hy :py — pp<0ie. py<p, oF g — i< 0ie fy<pty
Intervals (Cl) Way 2: easier f I q
- - 4 ay 2: easier formula Pr—Py>0ie.p>pyor py — > 0le >,
Terminology P, 4 =population proportion/mean (parameters) 0=no correlation 7 orr=%h wherey = a + bx pL—p, #0ie.p #p,or py—p,=0ie
and Form P, x =sample proportion/mean (statistics/point estimates) 1=perfect positive correlation SxxSyy & ™
lower limit + upper lim _1=perfect negative correlation 2 sample paired:
PO z Way 3: harder formula Hoi ptg =
n sample X=X Hy/Hy:pq >0
0.00-0.19 very weak *Z( ‘S )( ; y) e :d<0
x y o
X =sample 0.20-0.39 weak Where g %0
mean 0.40-0.59 moderate o= sz _E0? _ sz g2 Slope of regression line:
‘ L 0.60-0.79 strong = n Hy: =0
X vy _EW o2 o2 Hi: B#0
lower statistic upper 0.8-1 very strong Sy =2y’ — =Xy’ —ny t §< 0
limit  porx EX)(Ey)
point estimate) =Xxy — == ===¥xy —niy B>0
_ { statistic + Determination of Wav 1: Test Statistic (TS) 1prop TS: 2= p-p
statistic + andard error) variation/proportion of Square r value found above p(1=P)
Note: The standard error is just the S.D. of the sampling distribution variation (12) Pre=G ]
D1-P2)-(P1—P2
Way 2: use a formula (never use this) 2propTS: Z wherep, —p, =0
= (statistic — , statistic + ) ) y2oq_ SSE We pool if T Test and JPa- ﬁ)(n, )
= (lower limit, upper limit) = (a, b) This tells us the percent of g 2 01 ~ 03, but you will also P X2 5 Xty
variation in y that is due to x SSE=Y(yi — §)* = X (residuals) B P rpz S
Statistic/ E . y SST= f f ! 7 d notice that the mark scheme
! : = if given subset x of the sample size n T=sum of squares for total (sum of square llyd - 1meanTS:Z=—%-,T: df =n-1
Point Estimate =" " deviations from the mean)=¥.(y; — y)? OTELLY O?ST‘ pcf:o Va
a+b - n - of size of & = S
if given confidence interval (a, b) Residual actual data value — predicted value from line s 2meanTS:Z= = 0‘12 Hz) B=(U1—#2)
pard
5 b-a i
N oreinlof ifgiven interval @, b) To draw residual plot on Tl 84: This is the vertical distance from the points to the SRR
Error (MOE) P - 5 . 5 decide whether to reject: where p; — p, = 0 and s
Stat plot, select plot 1, x list: L line. The less the gap between points and line, the TS Mathod P
) , 1Ly, . ethod:
. (if proportion) N . . lower the residual value e 2 T X Bp-(ui—i)
This is the part Y List: Resid (2, stat, Resid) <: TS< CV reject If don’t pool: T= slzﬁzz
of the formula ")z (ifmeanand usingZ) Make sure you have already Points lie above line means positive residual s gaeloct ) df=ny +ny — 2 (if pool)/ min (- 1, my-1) (if no pool)
after the + in Vn stored the regression equation FN : A N #: TS< CV or TS>CV reject N Tatd
Y 8 > ; 4 Points lie below line means negative residual 2 means paired TS: 7/T = 244 df=n-1
the confidence T (if mean and using T) in line of best fit section . )
i n .
el The mean of the residuals is always zero :’f\;a\uleiMefhod. e Slope of regression line Ts: T= Si2P% slope b-ﬁ b
5 = value < a reject oy
To solve f . i /z g Computer Printout Analysis Raaponse varable’s J O o Sb 0, df 2
o solve for n: Use either z, or T,—=/Z.—~ fable s .. =
< cyn’ “eym (you are asked to locate and Variable  Coefficient std Dev T [ - - — — e p= n-
If don’t know p then use p(1 — p) = 0.25 unless told otherwise interpret the values in red on Constant  INTERCEPT 2 3 Conclusion There is sufficient/insufficient evidence at the...% level
N N N N Amount.  SLOPE SE Slope to reject H, & we can conclude...
Interpretation: If we repeated this procedure multiple times the table to the right) = 5D residuals R-Sq=r? value - — -
then statistic would be within ...(MOE) of the true value ... (%) of Pvall:e 1 « If pvalues is than a reject Ho i.e P < &
i To calculate: Find TS First
the time Standard Error of Slope Standard deviation of the estimated slope for W Interpreta
Standard Error ey
Proportio Parameter (SE) predicting y by using an amount if x >: P(Z>TS) Assume H) is true, then prob of being in the
Standard Deviation of Residual: the typical amount of variability in the +£: 2P(Z>TS) or 2P(Z<TS) correct tail is the p value (in lower tail if < test, in
Formulae .5 fr@, N vertical from the actual data value (observed y Find prob’s using normedf upper tail if > test and in double either tail if =
e 1prop: Pt w—where PP
All these TN variable) to the regression line i.e measure of with gt and Z or Tedf with df test) the p value
formulae have variation in y variable for a given amount of x to .
STATISTIC/ variable (see test statistics section q I i
TR e Larger sample size = smaller p value
e 2prop: - - - above for df for Tcdf)
SAMPLE . 1 To Check Whether A Good Model Scatter plot looks like a straight line Chi- s 3 ©0-EF
values as their Tests, 2 Prop Z interval High r value PSR [[ESPED) - Reject: X% caic > X crivicar
values, not e 1mean: X+ %ORXi ;7 (o unknown/ small sample) High 72 value Hypothesis:H,: are mdependem/ln the ratio... distributed
population p r " ; f - H,: are not independent/in the ratio/... distributed
B Tests, ZORT Interval s EiE plliEs pat(tirn it ::tn)lform LCUELCH df=(row-1)(columns-1) for independence and n—1 for others
across x (starry nig n-2if i P or /o but this never comes up
Ask yourself = 7 "
ﬁmY Linear Regression - Transformations Errors initi
Eropertonion Power y=ax’ where x - logx,y - logy Type 1: Z., ;H‘Je, bbm we say it is false i.e. reject it
mean and then o 2means:X; — X+ s, Lyl On calculator: PwrReg(Ly, L, ) or LinReg (log L, log L,) Type 2 Error Steps: Type 2: H, false, but we say true i.e accept it
isit1or2 Pm Exponential y = ab® where x —>x,y - logy e nd CVl[Csing immormn) Calculations:
meles On calculator: ExpReg(Ly, L,) or ExpReg (Ly log L,) ST @), TE0), 1) ] Type 1: This is  (prob of rejecting the test i.e. being in
where s, Interpretations Transformed scatter must look linear >: area = a (right), u=0, 0, 0=1 the critical region)
i a Type 2 = f: Prob of NOT being in the critical
We pool when a; §1<2S;0r S, <25, Residual plot of TRANSFORMED no pattern starry night #:area = (left), u=0, 0=1 weOH ‘ﬁ ! ,rycu‘cv o (fEI';gL‘»? mEﬁcrrli \tc‘a region
- - Probability _a . b T2l R (I ) ey i il il
If don’t pool use formula: X; — Ko — O T O 3 (right), u=0, 0=1 Note: There is an alternative method which is harder.
Probability of event A P(A) = 58 = T TSI el Only use this method if you're forced to.
n(U) number of possible outcomes v % b
C Events P(A')=1—P(A) i.e. probabilities add to 1 Step 2: Find error (normedf)
y = = -6 <: Lower=—100, upper=CV
,df=n; +ny —2) (no pool) Combined Events (Addition Rule) P(AUB)=P(A)+P(B)—P(A n B) u=new g,
df= min(ny-1,n,-1) (no pool) Mutually Exclusive Events P(ANB) = o8 (@Y up‘;‘:er:loo
Tests, 2 Samp Z or T interval addition rule becomes: P(AUB)=P(A)+P(B) u=new g 4
e 2 means paired: d + 7‘7 Independent Events P(ANB) = P(A)P(B) +: Lower=CV1 u;per:wz
We pool if T 3 it p o _ )
Test and Tests, ZOR T Interval. We usually use T addition rule becomes.P(AuBg(AI:(g)-%—P(B) P(A)P(B) wmnew g, o g
. % Conditional P —
g, ~ 0y, but T,: InvT with area 2= 5 2 df=n—1 “ given 8" P(AIB) = ¢-P( E<X>utz ,) Wwhere p=original mean
poulllBlsg o Slope of regression line (2 possible formulae) If ir t: P AIB) =P4) Lower= u — 2, 7, upper= i + zc -, u=new , o=
notice that the o slope. (s,) where s, is standard error (SE) Bayes Theorem _ P(B|A)P(A) To Increase/Decrease The Errors:
mark scheme —— P(A|B) = PBIAYP(A) + P(BIANP(AT) Power: 1 minus prob of type 2 = 1 — §
normally o slopet where s,, 5, are the .D.’s - Increase Type 1: increase sig level. Changing sample size does nothing.
doesn’t pool Experiment Increase Type 2: dec sig level i.e. dec type 1 error, take smaller
regardless of Tt InvT ( 2 df) df =n—2 Completely Randomise Design (CRD): Each subject receives only one treatment samples, increase/a; increaselSE
size of & Data

Tests, LinRegTint (can only use if have raw data)

= e
Assumptions e Random: SRS Treatment 1| Measure response Mean If no frequency: = =7, If frequency: X = 37
e Independent: N > 10n or n < .10n (pop size is 10 times Treatment 2|—»|{Meamira responss ‘ Variance If no frequency: o 2-w?
sample size or sample size is 10 percent of pop size) Experimental units 2 8 2 —>{Compare results Note:can also use formula Sff‘ If frequency: o% =
*  Normality: : : : ‘ . If If
Proportion: Mean (2) Mean (T) . e — Standard Dev = Vvariance
N reatment N> Measure response 7
q q - = i
np = { nz 39 ) n <30 Randomized (complete) Block Design: Block first and then CRD on each block Sxx Sex = DX — x)2 = Zx.z _@x)
n(l1—p) =10 Central Limit box plot(should E0Ey) n
x .
n>30 Theorem look normal) . . Sy = XXy 2=y y? —nxy
Note: Do for applies Xlist: Ly (data — s (Ex)(Zy)
S8 PP 2 y = Txy - PPy ay —nay
bothn's&p ‘s ¥ List: L= [ » =
if 2 samples s Block 1 8 7 7 >{Compure e Unbiased Estimator (X, S,) s z 2 @xy _
= =
Interpretation «  ONEINTERVAL in context/ lying BETWEEN 2 values: We are...% confident f i i n(n-1)
5 o
of 2 sample CI: iz R R I Dl o [ BRI i) Hicament |- s rponse Quartiles Median = Q, = o
«  LEVEL/Capture Rate/ALL intervals: If we repeated this procedure many Expeimenl i »{Gonbize i Being in the p*" percentile means
(+,-) cannot say » n
A times, about ...% of the confidence intervals that we compute would >{Trsament 1) >(Messire eporse you did better than p % of people. Lower Quartile = Q, =~ or —
whether a diff contain the true pop value e.g. lower quartile (25" percentile) T4, 100,
> Trsaiment 2)— > (Miewir rapomse - 3n 75
r. - 1 P(X <a) =025 Upper Quartile =, =— or —
Block2 : : >{compar et 25% were below the value a 4P o 100
Increase/ o Smaller % =>smaller CI (since smaller critical value) : : pth percentile = 755
Decrease Cl o smallennilarger€l(larger SE) i) > (e} Shape Left skew: Mean<Median<Mode or Q, — 0; < Q; — Qs
o Larger SD =larger Cl (larger MOE) Pairs Design: Each subject gets both tre ‘treatments (in any order, order must be random) Right Skew: Mode<Mean<Median or Q; — Q, > @, — Q.
Hints for «  Ifsee probability not true unless says 0% or 100% (5 i Symmetrical: Mode=Median=Mean or @, = Q, = 0, — @,
- 5 easure differences | =
conceptual + Cldoes nottalk about sample, it talks about population — nent 1} >{Treament 2} > METHE TR Centre ‘Mean vs Median, Use median if skew
e e o We use the Cl for sample to talk about Ci for population, but we use priment 7‘ | Compare results Spread Range vs IQR (use if skew) vs Standard Deviation

sample values in the actual confidence interval formulae Measure diff

Treatment 2}—>{Treatment 1}—>

i Outliers ‘Any values > UQ + L5(IQR) or < LQ — L5(IQR)




