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To Ruth

## Preface to the Second Edition

Many changes have been made in this second edition of $A$ First Course in Real Analysis. The most noticeable are the addition of many problems and the inclusion of answers to most of the odd-numbered exercises. There are now more than one thousand exercises throughout the book. In going over the text, I improved the book's readability by further clarifying many of the proofs, providing additional explanatory remarks, improving many of the figures, and changing some notation.

The first course in analysis that follows elementary calculus is critical for those students who wish to go on to advanced mathematics. Because in a calculus course the emphasis rests on problem solving and the development of manipulative skills, students frequently get a misleading impression that mathematics is simply manipulative; thus they often are unaware of the theoretical basis of analysis and higher mathematics.

In A First Course in Real Analysis we present a theoretical foundation of analysis that is suitable for students who have completed a standard course in calculus. The sixteen chapters contain enough material for a one-year course, but the material is so arranged that an instructor teaching a onesemester or a one- or two-quarter course can easily find a selection of topics that he or she thinks students should have.

The first chapter, on the real number system, serves two purposes. First, it provides an opportunity for the student to develop facility in proving theorems. Since most students entering the course have had little or no experience in devising proofs, the knowledge of how one goes about this task will prove useful in the remainder of the course.

Second, for those instructors who wish to give a comprehensive course in analysis, we provide a fairly complete treatment of the real number system, including a section on mathematical induction. We also supply additional
material on absolute value and the solution of algebraic inequalities in Appendixes 1 and 2.

If an instructor who is teaching a short course in analysis does not wish to discuss the real number system, he or she may choose to begin with Chapter 2 , since the seventy pages that comprise Chapters 2 through 5 cover the basic theory upon which elementary calculus is based. Here we prove most of the theorems that are "stated without proof" in the standard first-year calculus course.

Critical to an understanding of analysis (and many other mathematical topics) is the concept of a metric space. We discuss the fundamental properties of metric spaces in Chapter 6. Here we show that the notion of compactness is central and we prove several important results, including the Heine-Borel theorem, which are useful later on. The ninety-four pages that make up Chapters 6, 13, and 15 form a coherent unit on metric spaces. In Chapter 13 we give the theory of contraction mappings in a metric space and apply it to prove an existence theorem in differential equations. In Chapter 15 we study in detail the properties of functions defined on a metric space. We prove the Tietze extension theorem and the Stone-Weierstrass approximation theorem, results that are useful in many contexts.

Chapters 7 and 8 show how to extend the theory of differentiation and integration to $\mathbb{R}^{N}, N \geqslant 2$. These chapters are the natural continuations of Chapters 4 and 5 on differentiation and integration in $\mathbb{R}^{1}$.

Infinite sequences and infinite series are the topics of Chapters 9 and 10. The emphasis in Chapter 9 is on uniform convergence, a topic the student must master if he or she is to understand the underlying concepts of power series and Fourier series. There is also a (optional) discussion of multiple series that we treat in a unified manner. Chapter 10, on Fourier series, contains a proof of the useful Dini test for convergence and proofs of the customary theorems on term-by-term differentiation and integration of Fourier series. We also establish Bessel's inequality and the Riemann-Lebesgue lemma.

In Chapter 11 we cover the important subject of differentiation under the integral sign for both proper and improper integrals. This topic, useful in many applications, is rarely presented in such detail. Since this chapter is relatively independent of many of the others, it may easily be included or omitted according to the wishes of the instructor.

No course in Riemann integration would be complete without a treatment of the Riemann-Stieltjes integral. In Chapter 12 we define functions of bounded variation and show how they play a crucial role in the establishment of the Riemann-Stieltjes integral.

In Chapter 14 we prove the Implicit Function theorem, first for a single equation and then for a system. We provide two proofs for a single equation, one using only basic techniques and a second using the fixed point theorem of Chapter 13. The latter proof is then extended to systems. In addition, we give a detailed proof of the Lagrange multiplier rule for finding maxima and minima, a rule frequently stated but rarely proved. For completeness we give
the details of the proof of the theorem on the change of variables in a multiple integral. Since the argument here is rather intricate, the instructor may wish to assign this section as optional reading for the better students.

Proofs of Green's and Stokes's theorems and the Divergence theorem in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$ are given in Chapter 16. In order to establish the result in full generality, we include a study of the properties of two-dimensional surfaces in $\mathbb{R}^{3}$. For those interested only in the basic theorems, much of this geometric analysis can be skipped.

While this edition is my full responsibility, I wish to acknowledge the enormous debt I owe to the late Charles B. Morrey, Jr., for his essential contribution to the first edition as well as for his guidance and advice throughout our collaboration.

Berkeley, California
Murray H. Protter

## Preface to the First Edition

The first course in analysis which follows elementary calculus is a critical one for students who are seriously interested in mathematics. Traditional advanced calculus was precisely what its name indicates - a course with topics in calculus emphasizing problem solving rather than theory. As a result students were often given a misleading impression of what mathematics is all about; on the other hand the current approach, with its emphasis on theory, gives the student insight in the fundamentals of analysis.

In A First Course in Real Analysis we present a theoretical basis of analysis which is suitable for students who have just completed a course in elementary calculus. Since the sixteen chapters contain more than enough analysis for a one year course, the instructor teaching a one or two quarter or a one semester junior level course should easily find those topics which he or she thinks students should have.

The first Chapter, on the real number system, serves two purposes. Because most students entering this course have had no experience in devising proofs of theorems, it provides an opportunity to develop facility in theorem proving. Although the elementary processes of numbers are familiar to most students, greater understanding of these processes is acquired by those who work the problems in Chapter 1. As a second purpose, we provide, for those instructors who wish to give a comprehensive course in analysis, a fairly complete treatment of the real number system including a section on mathematical induction.

Although Chapter 1 is useful as an introduction to analysis, the instructor of a short course may choose to begin with the second Chapter. Chapters 2 through 5 cover the basic theory of elementary calculus. Here we prove many of the theorems which are "stated without proof" in the standard freshman calculus course.

Crucial to the development of an understanding of analysis is the concept of a metric space. We discuss the fundamental properties of metric spaces in Chapter 6. Here we show that the notion of compactness is central and we prove several important results (including the Heine-Borel theorem) which are useful later on. The power of the general theory of metric spaces is aptly illustrated in Chapter 13, where we give the theory of contraction mappings and an application to differential equations. The study of metric spaces is resumed in Chapter 15, where the properties of functions on metric spaces are established. The student will also find useful in later courses results such as the Tietze extension theorem and the Stone-Weierstrass theorem, which are proved in detail.

Chapters 7, 8, and 12 continue the theory of differentiation and integration begun in Chapters 4 and 5. In Chapters 7 and 8, the theory of differentiation and integration in $\mathbb{R}_{N}$ is developed. Since the primary results for $\mathbb{R}_{1}$ are given in Chapters 4 and 5 only modest changes were necessary to prove the corresponding theorems in $\mathbb{R}_{N}$. In Chapter 12 we define the Riemann-Stieltjes integral and develop its principal properties.

Infinite sequences and series are the topics of Chapters 9 and 10. Besides subjects such as uniform convergence and power series, we provide in Section 9.5 a unified treatment of absolute convergence of multiple series. Here, in a discussion of unordered sums, we show that a separate treatment of the various kinds of summation of multiple series is entirely unnecessary. Chapter 10 on Fourier series contains a proof of the Dini test for convergence and the customary theorems on term-by-term differentiation and integration of such series.

In Chapter 14 we prove the Implicit Function theorem, first for a single equation and then for a system. In addition we give a detailed proof of the Lagrange multiplier rule, which is frequently stated but rarely proved. For completeness we give the details of the proof of the theorem on the change of variables in a multiple integral. Since the argument here is rather intricate, the instructor may wish to assign this section as optional reading for the best students.

Proofs of Green's and Stokes' theorems and the divergence theorem in $\mathbb{R}_{2}$ and $\mathbb{R}_{3}$ are given in Chapter 16. The methods used here are easily extended to the corresponding results in $\mathbb{R}_{N}$.

This book is also useful in freshman honors courses. It has been our experience that honors courses in freshman calculus frequently falter because it is not clear whether the honors student should work hard problems while he learns the regular calculus topics or should omit the regular topics entirely and concentrate on the underlying theory. In the first alternative, the honors student is hardly better off than the regular student taking the ordinary calculus course, while in the second the honors student fails to learn the simple problem solving techniques which, in fact, are useful later on. We believe that this dilemma can be resolved by employing two texts-one a standard calculus text and the other a book such as this one which provides the
theoretical basis of the calculus in one and several dimensions. In this way the honors student gets both theory and practice. Chapters 2 through 5 and Chapters 7 and 8 provide a thorough account of the theory of elementary calculus which, along with a standard calculus book, is suitable as text material for a first year honors program.

Berkeley, California, January 1977
Murray H. Protter
Charles B. Morrey, Jr.
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## CHAPTER 1

## The Real Number System

### 1.1. Axioms for a Field

In an elementary calculus course the student learns the techniques of differentiation and integration and the skills needed for solving a variety of problems which use the processes of calculus. Most often, the principal theorems upon which calculus is based are stated without proof, while some of the auxiliary theorems are established in detail. To compensate for the missing proofs, most texts present arguments which show that the basic theorems are plausible. Frequently, a remark is added to the effect that rigorous proofs of these theorems can be found in advanced texts in analysis.

In this and the next four chapters we shall give a reasonably rigorous foundation to the processes of the calculus of functions of one variable. Calculus depends on the properties of the real number system. Therefore, to give a complete foundation for calculus, we would have to develop the real number system from the beginning. Since such a development is lengthy and would divert us from our aim of presenting a course in analysis, we shall assume the reader is familiar with the usual properties of the system of real numbers.

In this section we present a set of axioms that forms a logical basis for those processes of elementary algebra upon which calculus is based. Any collection of objects satisfying the axioms stated below is called a field. In particular, the system of real numbers satisfies the field axioms, and we shall indicate how the customary laws of algebra concerning addition, subtraction, multiplication, and division follow from these axioms.

A thorough treatment would require complete proofs of all the theorems. In this section and the next we establish some of the elementary laws of algebra, and we refer the reader to a course in higher algebra where complete
proofs of most of the theorems may be found. Since the reader is familiar with the laws of algebra and their use, we shall assume their validity throughout the remainder of the text. In addition, we shall suppose the reader is familiar with many facts about finite sets, positive integers, and so forth.

Throughout the book, we use the word equals or its symbol = to stand for the words "is the same as." The reader should compare this with other uses for the symbol = such as that in plane geometry where, for example, two line segments are said to be equal if they have the same length.

## Axioms of Addition and Subtraction

A-1. Closure property. If $a$ and $b$ are numbers, there is one and only one number, denoted $a+b$, called their sum.

A-2. Commutative law. For any two numbers $a$ and $b$, the equality

$$
b+a=a+b
$$

holds.
A-3. Associative law. For all numbers $a, b$, and $c$, the equality

$$
(a+b)+c=a+(b+c)
$$

holds.
A-4. Existence of a zero. There is one and only one number 0 , called zero, such that $a+0=a$ for any number $a$.

It is not necessary to assume in Axiom A-4 that there is only one number 0 with the given property. The uniqueness of this number is easily established. Suppose 0 and $0^{\prime}$ are two numbers such that $a+0=a$ and $a+0^{\prime}=a$ for every number $a$. Then $0+0^{\prime}=0$ and $0^{\prime}+0=0^{\prime}$. By Axiom A-2, we have $0+0^{\prime}=0^{\prime}+0$ and so $0=0^{\prime}$. The two numbers are the same.

A-5. Existence of a negative. If $a$ is any number, there is one and only one number $x$ such that $a+x=0$. This number is called the negative of $a$ and is denoted by $-a$.

As in Axiom A-4, it is not necessary to assume in Axiom A-5 that there is only one such number with the given property. The argument which establishes the uniqueness of the negative is similar to the one given after Axiom A-4.

Theorem 1.1. If $a$ and $b$ are any numbers, then there is one and only one number $x$ such that $a+x=b$. This number $x$ is given by $x=b+(-a)$.

Proof. We must establish two results: (i) that $b+(-a)$ satisfies the equation $a+x=b$ and (ii) that no other number satisfies this equation. To prove (i),
suppose that $x=b+(-a)$. Then, using Axioms A-2 through A-4 we see that

$$
a+x=a+[b+(-a)]=a+[(-a)+b]=[a+(-a)]+b=0+b=b
$$

Therefore (i) holds. To prove (ii), suppose that $x$ is some number such that $a+x=b$. Adding $(-a)$ to both sides of this equation, we find that

$$
(a+x)+(-a)=b+(-a) .
$$

Now,

$$
\begin{aligned}
(a+x)+(-a) & =a+[x+(-a)]=a+[(-a)+x] \\
& =[a+(-a)]+x=0+x=x .
\end{aligned}
$$

We conclude that $x=b+(-a)$, and the uniqueness of the solution is established.

Notation. The number $b+(-a)$ is denoted by $b-a$.
Thus far addition has been defined only for two numbers. By means of the associative law we can define addition for three, four and, in fact, any finite number of elements. Since $(a+b)+c$ and $a+(b+c)$ are the same, we define $a+b+c$ as this common value. The following lemma is an easy consequence of the associative and commutative laws of addition.

Lemma 1.1. If $a, b$, and $c$ are any numbers, then

$$
a+b+c=a+c+b=b+a+c=b+c+a=c+a+b=c+b+a
$$

The formal details of writing out a proof are left to the reader.
The next lemma is useful in the proof of Theorem 1.2 below.
Lemma 1.2. If $a, b, c$, and $d$ are numbers, then

$$
(a+c)+(b+d)=(a+b)+(c+d)
$$

Proof. Using Lemma 1.1 and the axioms, we have

$$
\begin{aligned}
(a+c)+(b+d) & =[(a+c)+b]+d \\
& =(a+c+b)+d=(a+b+c)+d \\
& =[(a+b)+c]+d=(a+b)+(c+d) .
\end{aligned}
$$

The next theorem establishes familiar properties of negative numbers.

## Theorem 1.2

(i) If $a$ is $a$ number, then $-(-a)=a$.
(ii) If $a$ and $b$ are numbers, then

$$
-(a+b)=(-a)+(-b)
$$

Proof. (i) From the definition of negative, we have

$$
(-a)+[-(-a)]=0, \quad(-a)+a=a+(-a)=0
$$

Axiom A-5 states that the negative of $(-a)$ is unique. Therefore, $a=-(-a)$. To establish (ii), we know from the definition of negative that

$$
(a+b)+[-(a+b)]=0
$$

Furthermore, using Lemma 1.2, we have

$$
(a+b)+[(-a)+(-b)]=[a+(-a)]+[b+(-b)]=0+0=0
$$

The result follows from the "only one" part of Axiom A-5.
Theorem 1.2 can be stated in the familiar form: (i) The negative of $(-a)$ is $a$, and (ii) The negative of a sum is the sum of the negatives.

## Axioms of Multiplication and Division

M-1. Closure property. If $a$ and $b$ are numbers, there is one and only one number, denoted by $a b$ (or $a \times b$ or $a \cdot b$ ), called their product.

M-2. Commutative law. For every two numbes $a$ and $b$, the equality

$$
b a=a b
$$

holds.
M-3. Associative law. For all numbers $a, b$, and $c$, the equality

$$
(a b) c=a(b c)
$$

holds.

M-4. Existence of a unit. There is one and only one number u, different from zero, such that $a u=a$ for every number $a$. This number $u$ is called the unit and (as is customary) is denoted by 1.

M-5. Existence of a reciprocal. For each number a different from zero there is one and only one number $x$ such that $a x=1$. This number $x$ is called the reciprocal of $a$ (or the inverse of $a$ ) and is denoted by $a^{-1}$ (or $1 / a$ ).

Remarks. Axioms M-1 through M-4 are the parallels of Axioms A-1 through A-4 with addition replaced by multiplication. However, M-5 is not the exact analogue of A-5, since the additional condition $a \neq 0$ is required. The reason for this is given below in Theorem 1.3, where it is shown that the result of multiplication of any number by zero is zero. In familiar terms we say that division by zero is excluded.

## Special Axiom

D. Distributive law. For all numbers $a, b$, and $c$ the equality

$$
a(b+c)=a b+a c
$$

holds.
Remarks. In every logical system there are certain terms which are undefined. For example, in the system of axioms for plane Euclidean geometry the terms point and line are undefined. Of course, we have an intuitive idea of the meaning of these two undefined terms, but in the framework of Euclidean geometry it is not possible to define them. In the axioms for algebra given above, the term number is undefined. We shall interpret number to mean real number (positive, negative, or zero) in the usual sense that we give to it in elementary courses. Actually, the above axioms for a field hold for many number systems, of which the collection of real numbers is only one. For example, all the axioms stated so far hold for the system consisting of all complex numbers. Also, there are many systems, each consisting of a finite number of elements (finite fields), which satisfy all the axioms we have stated until now.

Additional axioms are needed if we insist that the real number system be the only collection satisfying all the given axioms. The additional axioms required for this purpose are discussed in Sections 1.3 and 1.4 below.

Theorem 1.3. If $a$ is any number, then $a \cdot 0=0$.
Proof. Let $b$ be any number. Then $b+0=b$, and therefore $a(b+0)=a b$. From the distributive law (Axiom D ), we find that

$$
(a b)+(a \cdot 0)=(a b)
$$

so that $a \cdot 0=0$ by Axiom A-4.
Theorem 1.4. If $a$ and $b$ are numbers and $a \neq 0$, then there is one and only one number $x$ such that $a \cdot x=b$. The number $x$ is given by $x=b a^{-1}$.

The proof of Theorem 1.4 is just like the proof of Theorem 1.1 with addition replaced by multiplication, 0 by 1 , and $-a$ by $a^{-1}$. The details are left to the reader.

Notation. The expression "if and only if," a technical one used frequently in mathematics, requires some explanation. Suppose $A$ and $B$ stand for propositions which may be true or false. To say that $A$ is true if $B$ is true means that the truth of $B$ implies the truth of $A$. The statement $A$ is true only if $B$ is true means that the truth of $A$ implies the truth of $B$. Thus the shorthand statement " $A$ is true if and only if $B$ is true" is equivalent to the double implication: the
truth of $A$ implies and is implied by the truth of $B$. As a further shorthand we use the symbol $\Leftrightarrow$ to represent "if and only if," and we write

$$
A \Leftrightarrow B
$$

for the two implications stated above. ${ }^{1}$
We now establish the familiar principle which underlies the solution by factoring of quadratic and other algebraic equations.

## Theorem 1.5

(i) We have $a b=0$ if and only if $a=0$ or $b=0$ or both.
(ii) We have $a \neq 0$ and $b \neq 0$ if and only if $a b \neq 0$.

Proof. We must prove two statements in each of Parts (i) and (ii). To prove (i), observe that if $a=0$ or $b=0$ or both, then it follows from Theorem 1.3 that $a b=0$. Going the other way in (i), suppose that $a b=0$. Then there are two cases: either $a=0$ or $a \neq 0$. If $a=0$, the result follows. If $a \neq 0$, then we see that

$$
b=1 \cdot b=\left(a^{-1} a\right) b=a^{-1}(a b)=a^{-1} \cdot 0=0
$$

Hence $b=0$ and (i) is established. To prove (ii), first suppose $a \neq 0$ and $b \neq 0$. Then $a b \neq 0$, because $a \neq 0$ and $b \neq 0$ is the negation of the statement " $a=0$ or $b=0$ or both." Thus (i) applies. For the second part of (ii), suppose $a b \neq 0$. Then $a \neq 0$ and $b \neq 0$ for, if one of them were zero, Theorem 1.3 would apply to give $a b=0$.

We define $a b c$ as the common value of $(a b) c$ and $a(b c)$. The reader can prove the following lemmas, which are similar to Lemmas 1.1 and 1.2.

Lemma 1.3. If $a, b$, and $c$ are numbers, then

$$
a b c=a c b=b a c=b c a=c a b=c b a
$$

Lemma 1.4. If $a, b, c$ and $d$ are numbers, then

$$
(a c) \cdot(b d)=(a b) \cdot(c d)
$$

## Theorem 1.6

(i) If $a \neq 0$, then $a^{-1} \neq 0$ and $\left[\left(a^{-1}\right)^{-1}\right]=a$.
(ii) If $a \neq 0$ and $b \neq 0$, then $(a \cdot b)^{-1}=\left(a^{-1}\right) \cdot\left(b^{-1}\right)$.

The proof of this theorem is like the proof of Theorem 1.2 with addition replaced by multiplication, 0 replaced by 1 , and $(-a),(-b)$ replaced by $a^{-1}$,

[^0]$b^{-1}$. The details are left to the reader. Note that if $a \neq 0$, then $a^{-1} \neq 0$ because $a a^{-1}=1$ and $1 \neq 0$. Then Theorem 1.5 (ii) may be used with $b=a^{-1}$.

Using Theorem 1.3 and the distributive law, we easily prove the laws of signs stated as Theorem 1.7 below. We emphasize that the numbers $a$ and $b$ may be positive, negative, or zero.

Theorem 1.7. If $a$ and $b$ are any numbers, then
(i) $a \cdot(-b)=-(a \cdot b)$.
(ii) $(-a) \cdot b=-(a \cdot b)$.
(iii) $(-a) \cdot(-b)=a \cdot b$.

Proof. (i) Since $b+(-b)=0$, it follows from the distributive law that

$$
a[b+(-b)]=a \cdot b+a \cdot(-b)=0
$$

Also, the negative of $a \cdot b$ has the property that $a \cdot b+[-(a \cdot b)]=0$. Hence we see from Axiom A-5 that $a \cdot(-b)=-(a \cdot b)$. Part (ii) follows from Part (i) by interchanging $a$ and $b$. The proof of (iii) is left to the reader.

Corollary. The equality $(-1) \cdot a=-a$ holds.
We now show that the laws of fractions, as given in an elementary algebra course, follow from the axioms and theorems above.

Notation. We introduce the following symbols for $a \cdot b^{-1}$ :

$$
a \cdot b^{-1}=\frac{a}{b}=a / b=a \div b
$$

These symbols, representing an indicated division, are called fractions. The numerator and denominator of a fraction are defined as usual. A fraction with denominator zero has no meaning.

## Theorem 1.8

(i) For every number $a$, the equality $a / 1=a$ holds.
(ii) If $a \neq 0$, then $a / a=1$.

Proof. (i) We have $a / 1=\left(a \cdot 1^{-1}\right)=\left(a \cdot 1^{-1}\right) \cdot 1=a\left(1^{-1} \cdot 1\right)=a \cdot 1=a$. (ii) If $a \neq 0$, then $a / a=a \cdot a^{-1}=1$, by definition.

Theorem 1.9. If $b \neq 0$ and $d \neq 0$, then $b \cdot d \neq 0$ and

$$
\left(\frac{a}{b}\right) \cdot\binom{c}{d}=\frac{a \cdot c}{b \cdot d} .
$$

Proof. That $b \cdot d \neq 0$ follows from Theorem 1.5. Using the notation for
fractions, Lemma 1.4, and Theorem 1.6(ii), we find

$$
\begin{aligned}
\left(\frac{a}{b}\right) \cdot\left(\frac{c}{d}\right) & =\left(a \cdot b^{-1}\right) \cdot\left(c d^{-1}\right) \\
& =(a \cdot c) \cdot\left(b^{-1} d^{-1}\right)=(a \cdot c)(b d)^{-1}=\frac{a \cdot c}{b \cdot d}
\end{aligned}
$$

The proofs of Theorem 1.10(i) through (v) are left to the reader.

## Theorem 1.10

(i) If $b \neq 0$ and $c \neq 0$, then

$$
\frac{a}{b}=\frac{a \cdot c}{b \cdot c}
$$

(ii) If $c \neq 0$, then

$$
\frac{a}{c}+\frac{b}{c}=\frac{(a+b)}{c}
$$

(iii) If $b \neq 0$, then $-b \neq 0$ and

$$
\frac{(-a)}{b}=\frac{a}{-b}=-\left(\frac{a}{b}\right)
$$

(iv) If $b \neq 0, c \neq 0$, and $d \neq 0$, then $(c / d) \neq 0$ and

$$
\frac{(a / b)}{(c / d)}=\frac{a \cdot d}{b \cdot c}=\left(\frac{a}{b}\right) \cdot\left(\frac{d}{c}\right)
$$

(v) If $b \neq 0$ and $d \neq 0$, then

$$
\frac{a}{b}+\frac{c}{d}=\frac{a d+b c}{b d} .
$$

## Problems

1. Show that in Axiom A-5 it is not necessary to assume there is only one number $x$ such that $a+x=0$.
2. Prove Lemma 1.1.
3. Prove, on the basis of Axioms A-1 through A-5, that

$$
(a+c)+(b+d)=(a+d)+(b+c)
$$

Give the appropriate reason for each step of the proof.
4. Prove Theorem 1.4.
5. Prove Lemma 1.3.
6. Prove Lemma 1.4.
7. If $a$ and $b$ are any numbers show that there is one and only one number $x$ such that $x+a=b$.
8. Prove Theorem 1.6.
9. Show that the Distributive Law may be replaced by the statement: for all numbers $a, b$, and $c$, the equality $(b+c) a=b a+c a$ holds.
10. Complete the proof of Theorem 1.7.
11. If $a, b$, and $c$ are any numbers show that $a-(b+c)=(a-b)-c$ and that $a-(b-c)=(a-b)+c$. Give reasons for each step of the proof.
12. Show that $a(b+c+d)=a b+a c+a d$, giving reasons for each step.
13. Assuming that $a+b+c+d$ means $(a+b+c)+d$, prove that $a+b+c+d=$ $(a+b)+(c+d)$.
14. Assuming the result of Problem 9, prove that

$$
(a+b) \cdot(c+d)=a c+b c+a d+b d
$$

15. Prove Theorem 1.10(i).
16. Prove Theorem 1.10(ii).
17. Prove Theorem 1.10(iii).
18. Prove Theorem 1.10(iv). [Hint: Use Theorem 1.10(i).]
19. Prove Theorem 1.10(v).
20. Prove that if $b \neq 0, d \neq 0$, and $f \neq 0$, then

$$
\left(\frac{a}{b}\right) \cdot\left(\frac{c}{d}\right) \cdot\left(\frac{e}{f}\right)=\frac{(a \cdot c \cdot e)}{(b \cdot d \cdot f)} .
$$

21. Prove that if $d \neq 0$, then

$$
\frac{a}{d}+\frac{b}{d}+\frac{c}{d}=\frac{(a+b+c)}{d} .
$$

22. Prove that if $b \neq 0, d \neq 0$, and $f \neq 0$, then

$$
\frac{a}{b}+\frac{c}{d}+\frac{e}{f}=\frac{(a \cdot d \cdot f+b \cdot c \cdot f+b \cdot d \cdot e)}{(b \cdot d \cdot f)}
$$

### 1.2. Natural Numbers and Sequences

Traditionally, we build the real number system by a sequence of enlargements. We start with the positive integers and extend that system to include the positive rational numbers (quotients, or ratios, of integers). The system of rational numbers is then enlarged to include all positive real numbers; finally, we adjoin the negative numbers and zero to obtain the collection of all real numbers.

The system of axioms in Section 1.1 does not distinguish (or even mention) positive numbers. To establish the relationship between these axioms and the real number system, we begin with a discussion of natural numbers. As we know, these are the same as the positive integers.

Intuitively, the totality of natural numbers can be obtained by starting with the number 1 and then forming $1+1,(1+1)+1,[(1+1)+1]+1$, and so on. We call $1+1$ the number 2 ; then $(1+1)+1$ is called the number 3 , and in this way the collection of natural numbers is generated. Actually, it is possible to give an abstract definition of natural number, one which yields the same collection and which is logically more satisfactory. This is done in Section 1.4, where the principle of mathematical induction is established and illustrated. In the meantime, we shall suppose the reader is familiar with all the usual properties of natural numbers.

The axioms for a field given in Section 1.1 determine addition and multiplication for any two numbers. On the basis of these axioms we were able to define the sum and product of three numbers. Before describing the process of defining sums and products for more than three elements, we recall several definitions and give some notations which will be used throughout the book.

Definitions. The set (or collection) of all real numbers is denoted by $\mathbb{R}^{1}$. The set of ordered pairs of real numbers is denoted by $\mathbb{R}^{2}$, the set of ordered triples by $\mathbb{R}^{3}$ and so on. A relation from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$ is a set of ordered pairs of real numbers; that is, a relation from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$ is a set in $\mathbb{R}^{2}$. The domain of this relation is the set in $\mathbb{R}^{1}$ consisting of all the first elements in the ordered pairs. The range of the relation is the set of all the second elements in the ordered pairs. Observe that the range is also a set in $\mathbb{R}^{1}$. A function $f$ from $\mathbb{R}^{1}$ into $\mathbb{R}^{1}$ is a relation in which no two ordered pairs have the same first element. We use the notation $f: \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$ for such a function. The word mapping is a synonym for function. If $D$ is the domain of $f$ and $S$ is its range, we shall sometimes use the notation $f: D \rightarrow S$. A function is a relation (set in $\mathbb{R}^{2}$ ) such that for each element $x$ in the domain there is precisely one element $y$ in the range such that the pair $(x, y)$ is one of the ordered pairs which constitute the function. Occasionally, a function will be indicated by writing $f: x \rightarrow y$. Also, for a given function $f$, the unique number in the range corresponding to an element $x$ in the domain is written $f(x)$. The symbol $x \rightarrow f(x)$ is used for this relationship. We assume that the reader is familiar with functional notation.

A sequence is a function which has as its domain some or all of the natural numbers. If the domain consists of a finite number of positive integers, we say the sequence is finite. Otherwise, the sequence is called infinite. In general, the elements in the domain of a function do not have any particular order. In a sequence, however, there is a natural ordering of the domain induced by the usual order in terms of size which we give to the positive integers. For example, if the domain of a sequence consists of the numbers $1,2, \ldots, n$, the elements of the range, that is, the terms of the sequence, are usually written in the same order as the natural numbers. If the sequence (function) is denoted by $a$, then
the terms of the sequence are denoted by $a_{1}, a_{2}, \ldots, a_{n}$ or, sometimes by $a(1)$, $a(2), \ldots, a(n)$. The element $a_{i}$ or $a(i)$ is called the $i$ th term of the sequence. If the domain of a sequence $a$ is the set of all natural numbers (so that the sequence is infinite), we denote the sequence by

$$
a_{1}, a_{2}, \ldots a_{n}, \ldots \quad \text { or }\left\{a_{n}\right\}
$$

The sum and product of a finite sequence of terms are defined inductively. The following statements are proved in Section 1.4.

Proposition 1.1 (Sum). If $a_{1}, a_{2}, \ldots, a_{n}$ is a given finite sequence, then there is a unique finite sequence $b_{1}, b_{2}, \ldots, b_{n}$ with the properties:

$$
b_{1}=a_{1}
$$

and, in general,

$$
b_{i+1}=b_{i}+a_{i+1} \quad \text { for } \quad i=1,2, \ldots, n-1 \quad \text { if } \quad n>1
$$

Proposition 1.2 (Product). If $a_{1}, a_{2}, \ldots, a_{n}$ is a given sequence, then there is $a$ unique finite sequence $c_{1}, c_{2}, \ldots, c_{n}$ with the properties:

$$
c_{1}=a_{1}
$$

and, in general,

$$
c_{i+1}=c_{i} \cdot a_{i+1} \quad \text { for } \quad i=1,2, \ldots, n-1 \quad \text { if } \quad n>1
$$

The elements $b_{1}, b_{2}, \ldots, b_{n}$ are the successive sums of the terms of the sequence $a_{1}, a_{2}, \ldots, a_{n}$, and the elements $c_{1}, c_{2}, \ldots, c_{n}$ are the successive products of the terms of $a_{1}, a_{2}, \ldots, a_{n}$. In particular, we have

$$
\begin{gathered}
b_{3}=b_{2}+a_{3}=\left(a_{1}+a_{2}\right)+a_{3}, \quad b_{4}=b_{3}+a_{4}=\left[\left(a_{1}+a_{2}\right)+a_{3}\right]+a_{4}, \\
c_{3}=c_{2} \cdot a_{3}=\left(a_{1} \cdot a_{2}\right) \cdot a_{3}, \\
c_{4}=c_{3} \cdot a_{4}=\left[\left(a_{1} \cdot a_{2}\right) \cdot a_{3}\right] \cdot a_{4},
\end{gathered}
$$

and so on. Because the sequences $b_{1}, b_{2}, \ldots, b_{n}$ and $c_{1}, c_{2}, \ldots, c_{n}$ are uniquely determined we can make the following definitions:

Definitions. For all integers $n \geqslant 1$, the sum and product of the numbers $a_{1}$, $a_{2}, \ldots, a_{n}$ are defined by

$$
a_{1}+a_{2}+\cdots+a_{n} \equiv b_{n} \quad \text { and } \quad a_{1} \cdot a_{2} \cdots \cdots a_{n} \equiv c_{n} .
$$

We use the notation

$$
\sum_{i=1}^{n} a_{i}=a_{1}+a_{2}+\cdots+a_{n} \quad \text { and } \quad \prod_{i=1}^{n} a_{i}=a_{1} \cdot a_{2} \cdots \cdot a_{n}
$$

The symbol $\Pi$ is in general use as a compact notation for product analogous to the use of $\sum$ for sum. We read $\prod_{i=1}^{n}$ as "the product as $i$ goes from 1 to $n$."

On the basis of these definitions and the above propositions, it is not difficult to establish the next result.

Proposition 1.3. If $a_{1}, a_{2}, \ldots, a_{n}, a_{n+1}$ is any sequence, then

$$
\sum_{i=1}^{n+1} a_{i}=\left(\sum_{i=1}^{n} a_{i}\right)+a_{n+1} \quad \text { and } \quad \prod_{i=1}^{n+1} a_{i}=\left(\prod_{i=1}^{n} a_{i}\right) \cdot a_{n+1} .
$$

The following proposition may be proved by using mathematical induction. ${ }^{2}$

Proposition 1.4. If $a_{1}, a_{2}, \ldots, a_{m}, a_{m+1}, \ldots, a_{m+n}$ is any sequence, then

$$
\sum_{i=1}^{m+n} a_{i}=\sum_{i=1}^{m} a_{i}+\sum_{i=m+1}^{m+n} a_{i}
$$

and

$$
\prod_{i=1}^{m+n} a_{i}=\left(\prod_{i=1}^{m} a_{i}\right) \cdot\left(\prod_{i=m+1}^{m+n} a_{i}\right) .
$$

The extended associative law, the extended commutative law, and the extended distributive law with which the reader is familiar from elementary algebra, are stated in the next three propositions.

Proposition 1.5. The sum of a finite sequence can be obtained by separating the given sequence into several shorter sequences, adding the terms in each of these, and then adding the results. A similar statement holds for products.

Proposition 1.6. The sum of a given finite sequence is independent of the order of its terms. The product of a finite sequence is independent of the order of its terms.

Proposition 1.7. If $a$ is any number and $b_{1}, b_{2}, \ldots, b_{n}$ is any sequence, then

$$
\begin{aligned}
a \cdot\left(b_{1}+b_{2}+\cdots+b_{n}\right) & =\left(b_{1}+b_{2}+\cdots+b_{n}\right) \cdot a \\
& =a b_{1}+a b_{2}+\cdots+a b_{n} .
\end{aligned}
$$

An expression of the form

$$
a-b-c+d-e
$$

is a shorthand notation for the sum

$$
a+(-b)+(-c)+d+(-e)
$$

The justification for this shorthand is based on the definition $x-y=$ $x+(-y)$ and on Theorem 1.2(ii), which states that the negative of a sum is the sum of the negatives. Using these facts and Theorem $1.2(\mathrm{i})$, which asserts

[^1]that $-(-a)=a$, we obtain the usual rule for the addition and subtraction of any finite number of terms. With the help of the sign laws for multiplication and the extended distributive law, we get the standard rules for the multiplication of signed sums. For example, it is easy to verify that
\[

$$
\begin{aligned}
\left(a_{1}-a_{2}\right)\left(b_{1}-b_{2}-b_{3}\right) & =a_{1}\left(b_{1}-b_{2}-b_{3}\right)-a_{2}\left(b_{1}-b_{2}-b_{3}\right) \\
& =a_{1} b_{1}-a_{1} b_{2}-a_{1} b_{3}-a_{2} b_{1}+a_{2} b_{2}+a_{2} b_{3}
\end{aligned}
$$
\]

The symbol $x^{n}$, for $n$ a natural number, is defined in the customary way as $x \cdot x \cdots \cdots x$ with $x$ appearing $n$ times in the product. We assume the reader is familiar with the laws of exponents and the customary rules for adding, subtracting, and multiplying polynomials. These rules are a simple consequence of the axioms and propositions above.

The decimal system of writing numbers (or the system with any base) depends on a representation theorem which we now state. If $n$ is any natural number, then there is one and only one representation for $n$ of the form

$$
n=d_{0}(10)^{k}+d_{1}(10)^{k-1}+\cdots+d_{k-1}(10)+d_{k}
$$

in which $k$ is a natural number or zero, each $d_{i}$ is one of the numbers $0,1,2, \ldots, 9$, and $d_{0} \neq 0$. The numbers $0,1,2, \ldots, 9$ are called digits of the decimal system. On the basis of such a representation, the rules of arithmetic follow from the corresponding rules for polynomials in $x$ with $x=10$.

For completeness, we define the terms integer, rational number, and irrational number.

Definitions. A real number is an integer if and only if it is either zero, a natural number, or the negative of a natural number. A real number $r$ is said to be rational if and only if there are integers $p$ and $q$, with $q \neq 0$, such that $r=p / q$. A real number which is not rational is called irrational.

It is clear that the sum and product of a finite sequence of integers is again an integer, and that the sum, product, or quotient of a finite sequence of rational numbers is a rational number.

The rule for multiplication of fractions is given by an extension of Theorem 1.9 which may be derived by mathematical induction.

We emphasize that the axioms for a field given in Section 1.1 imply only theorems concerned with the operations of addition, subtraction, multiplication, and division. The exact nature of the elements in the field is not described. For example, the axioms do not imply the existence of a number whose square is 2 . In fact, if we interpret number to be "rational number" and consider no others, then all the axioms for a field are satisfied. The rational number system forms a field. An additional axiom is needed if we wish the field to contain irrational numbers such as $\sqrt{2}$.

Consider the system with five elements $0,1,2,3,4$ and the rules of addition and multiplication as given in the following tables:

| Addition |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| + | 0 | 1 | 2 | 3 | 4 |
| 0 | 0 | 1 | 2 | 3 | 4 |
| 1 | 1 | 2 | 3 | 4 | 0 |
| 2 | 2 | 3 | 4 | 0 | 1 |
| 3 | 3 | 4 | 0 | 1 | 2 |
| 4 | 4 | 0 | 1 | 2 | 3 |


| Multiplication |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\times$ | 0 | 1 | 2 | 3 | 4 |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 2 | 3 | 4 |
| 2 | 0 | 2 | 4 | 1 | 3 |
| 3 | 0 | 3 | 1 | 4 | 2 |
| 4 | 0 | 4 | 3 | 2 | 1 |

It can be shown that this system satisfies the axioms for a field. Many examples of fields with only a finite number of elements are easily constructed. Such systems do not satisfy the order axiom (Axiom I) described in the next section.

## Problems

1. Suppose $T: \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$ is a relation composed of ordered pairs $(x, y)$. We define the inverse relation of $T$ as the set of ordered pairs $(x, y)$ where $(y, x)$ belongs to $T$. Let a function $a$ be given as a finite sequence: $a_{1}, a_{2}, \ldots, a_{n}$. Under what conditions will the inverse relation of $a$ be a function?
2. Prove Propositions 1.1 and 1.2 for sequences with 5 terms.
3. Show that if $a_{1}, a_{2}, \ldots, a_{5}$ is a sequence of 5 terms, then $\prod_{i=1}^{5} a_{i}=0$ if and only if at least one term of the sequence is zero.
4. Prove Proposition 1.3 under the assumption that the preceding propositions have been established.
5. Use Proposition 1.4 to establish the following special case of Proposition 1.5. Given the sequence $a_{1}, a_{2}, \ldots, a_{m}, a_{m+1}, \ldots, a_{n}, a_{n+1}, \ldots, a_{p}$, show that

$$
\sum_{i=1}^{p} a_{i}=\sum_{i=1}^{m} a_{i}+\sum_{i=m+1}^{n} a_{i}+\sum_{i=n+1}^{p} a_{i} .
$$

6. Prove Proposition 1.6 for the case of sequences with 4 terms.
7. (a) State which propositions are used to establish the formula:

$$
(a+b)^{5}=\sum_{i=0}^{5} \frac{5!}{i!(5-i)!} a^{5-i} b^{i} .
$$

(b) Same as (a) for the general binomial formula

$$
(a+b)^{n}=\sum_{i=0}^{n} \frac{n!}{i!(n-i)!} a^{n-i} b^{i},
$$

assuming the formula is known for the case $n-1$.
(c) Develop a "trinomial" formula for $(a+b+c)^{n}$.
8. By using both positive and negative powers of 10 , state a theorem on the decimal representation of rational numbers. [Hint: Assume the connection between rational numbers and repeating decimals.]
9. Consider the system with the two elements 0 and 1 and the following rules of addition and multiplication:

$$
\begin{aligned}
0+0 & =0, & 0+1 & =1, \\
1+0 & =1, & 1+1 & =0, \\
0 \cdot 0 & =0, & 1 \cdot 0 & =0, \\
0 \cdot 1 & =0, & 1 \cdot 1 & =1 .
\end{aligned}
$$

Show that all the axioms of Section 1.1 are valid; hence this system forms a field.
10. Show that the system consisting of all elements of the form $a+b \sqrt{5}$, where $a$ and $b$ are any rational numbers, satisfies all the axioms for a field if the usual rules for addition and multiplication are used.
11. Is it possible to make addition and multiplication tables so that the four elements $0,1,2,3$ form the elements of a field? Prove your statement. [Hint: In the multiplication table each row, other than the one consisting of zeros, must contain the symbols $0,1,2,3$ in some order.]
12. Consider all numbers of the form $a+b \sqrt{6}$ where $a$ and $b$ are rational. Does this collection satisfy the axioms for a field?
13. Show that the system of complex numbers $a+b i$ with $a, b$ real numbers, $i=\sqrt{-1}$ satisfies all the axioms for a field.

### 1.3. Inequalities

The axioms for a field describe many number systems. If we wish to describe the real number system to the exclusion of other systems, additional axioms are needed. One of these, an axiom which distinguishes positive from negative numbers, is the Axiom of inequality.

Axiom I (Axiom of inequality). Among all the numbers of the system, there is a set called the positive numbers which satisfies the conditions: (i) for any number $a$ exactly one of the three alternatives holds: $a$ is positive or $a=0$ or $-a$ is positive; (ii) any finite sum or product of positive numbers is positive.

When Axiom I is added to those of Section 1, the resulting system of axioms is applicable only to those number systems which have a linear order. ${ }^{3}$ For example, the system of complex numbers does not satisfy Axiom I but does

[^2]satisfy all the axioms for a field. Similarly, it is easy to see that the system described in Problem 9 of Section 1.2 does not satisfy Axiom I. However, both the real number system and the rational number system satisfy all the axioms given thus far.

Definitions. A number $a$ is negative whenever $-a$ is positive. If $a$ and $b$ are any numbers, we say that $a>b$ (read: $a$ is greater than $b$ ) whenever $a-b$ is positive. We write $a<b$ (read: $a$ is less than $b$ ) whenever $a-b$ is negative.

The following theorem is an immediate consequence of Axiom I and the definition above.

## Theorem 1.11

(i) $a>0 \Leftrightarrow a$ is positive,
(ii) $a<0 \Leftrightarrow a$ is negative,
(iii) $a>0 \Leftrightarrow-a<0$,
(iv) $a<0 \Leftrightarrow-a>0$,
(v) if $a$ and $b$ are any numbers then exactly one of the three alternatives holds: $a>b$ or $a=b$ or $a<b$,
(vi) $a<b \Leftrightarrow b>a$.

The next five theorems yield the standard rules for manipulating inequalities. We shall prove the first of these theorems and leave the proofs of the others to the reader.

Theorem 1.12. If $a, b$, and $c$ are any numbers and if $a>b$, then

$$
a+c>b+c \quad \text { and } \quad a-c>b-c
$$

Proof. Since $a>b$, it follows from the definition and Theorem 1.11(i) that $a-b>0$. Hence $(a+c)-(b+c)=a-b>0$ and $(a-c)-(b-c)=$ $a-b>0$. Therefore $(a+c)-(b+c)$ is positive, as is $(a-c)-(b-c)$. From the definition of "greater than" we conclude that $a+c>b+c$ and $a-c>$ $b-c$.

## Theorem 1.13

(i) If $a>0$ and $b<0$, then $a \cdot b<0$.
(ii) If $a<0$ and $b<0$, then $a \cdot b>0$.
(iii) $1>0$.

## Theorem 1.14

(i) $a$ and $b$ are both positive or both negative if and only if $a \cdot b>0 ; a$ and $b$ have opposite signs if and only if $a \cdot b<0$.
(ii) If $a \neq 0$ and $b \neq 0$, then $a \cdot b$ and $a / b$ have the same sign.

## Theorem 1.15

(i) If $a>b$ and $c>0$, then

$$
a c>b c \quad \text { and } \quad \frac{a}{c}>\frac{b}{c}
$$

(ii) If $a>b$ and $c<0$, then

$$
a c<b c \quad \text { and } \quad \frac{a}{c}<\frac{b}{c}
$$

(iii) If $a$ and $b$ have the same sign and $a>b$, then

$$
\frac{1}{a}<\frac{1}{b}
$$

Theorem 1.16. If $a>b$ and $b>c$, then $a>c$.
Theorems 1.12 and 1.15 yield the following statements on inequalities, ones which are familiar to most readers.
(a) The direction of an inequality is unchanged if the same number is added to or subtracted from both sides.
(b) The direction of an inequality is unchanged if both sides are multiplied or divided by a positive number.
(c) The direction of an inequality is reversed if both sides are multiplied or divided by a negative number.

It is convenient to adopt a geometric point of view and to associate a horizontal axis with the totality of real numbers. We select any convenient point for the origin and denote points to the right of the origin as positive numbers and points to the left as negative numbers (Figure 1.1). For every real number there will correspond a point on the line and, conversely, every point will represent a real number. Then the inequality $a<b$ may be read: $a$ is to the left of $b$. This geometric way of looking at inequalities is frequently of help in solving problems. It is helpful to introduce the notion of an interval of numbers or points. If $a$ and $b$ are numbers (as shown in Figure 1.2), then the open interval from $a$ to $b$ is the collection of all numbers which are both larger than $a$ and smaller than $b$. That is, an open interval consists of all numbers between $a$ and $b$. A number $x$ is between $a$ and $b$ if both inequalities a $<x$ and $x<b$ are true. A compact way of writing these two inequalities is

$$
a<x<b .
$$

The closed interval from $a$ to $b$ consists of all the points between $a$ and $b$ and


Figure 1.1


Figure 1.2. Open interval.
in addition the numbers (or points) $a$ and $b$ (Figure 1.3). Suppose a number $x$ is either equal to $a$ or larger than $a$, but we don't know which. We write this conveniently as $x \geqslant a$, which is read: $x$ is greater than or equal to $a$. Similarly $x \leqslant b$ is read: $x$ is less than or equal to $b$, and means that $x$ may be either smaller than $b$ or may be $b$ itself. A compact way of designating all points $x$ in the closed interval from $a$ to $b$ is

$$
a \leqslant x \leqslant b
$$

An interval which contains the endpoint $b$ but not $a$ is said to be half-open on the left. Such an interval consists of all points $x$ which satisfy the double inequality

$$
a<x \leqslant b
$$

Similarly, an interval containing $a$ but not $b$ is called half-open on the right, and we write

$$
a \leqslant x<b .
$$

Parentheses and brackets are used as symbols for intervals in the following way:

$$
\begin{aligned}
& (a, b) \text { for the open interval } a<x<b, \\
& {[a, b] \text { for the closed interval } a \leqslant x \leqslant b,} \\
& (a, b] \text { for the interval half-open on the left } a<x \leqslant b, \\
& {[a, b) \text { for the interval half-open on the right } a \leqslant x<b .}
\end{aligned}
$$

We can extend the idea of interval to include the unbounded cases. For example, consider the set of all numbers larger than 7 . This set may be thought of as an interval beginning at 7 and extending to infinity to the right (see Figure 1.4). Of course, infinity is not a number, but we use the symbol $(7, \infty)$ to represent all numbers larger than 7 . We also use the double inequality

$$
7<x<\infty
$$

to represent this set. In a similar way, the symbol $(-\infty, 12)$ stands for all numbers less than 12. We also use the inequalities $-\infty<x<12$ to represent this set.


Figure 1.3. Closed interval.


Figure 1.4. A half infinite interval.

The equation $3 x+7=19$ has a unique solution, $x=4$. The quadratic equation $x^{2}-x-2=0$ has two solutions, $x=-1,2$. The trigonometric equation ${ }^{4} \sin x=1 / 2$ has an infinite number of solutions, $x=\pi / 6,5 \pi / 6,13 \pi / 6$, $17 \pi / 6, \ldots$. The inequality $x^{2} \leqslant 2$ has as its solution all numbers in the closed interval $[-\sqrt{2}, \sqrt{2}]$. The solution of an equation or an inequality in one unknown, say $x$, is the collection of all numbers which make the equation or inequality a true statement. Sometimes this set of numbers is called the solution set. For example, the inequality

$$
3 x-7<8
$$

has as its solution set all numbers less than 5 . To demonstrate this we argue in the following way. If $x$ is a number which satisfies the above inequality we can, by Theorem 1.16, add 7 to both sides and obtain a true statement. That is, the inequality

$$
3 x-7+7<8+7 \quad \text { or } \quad 3 x<15
$$

holds. Now, dividing both sides by 3 (Theorem 1.19), we obtain $x<5$, and therefore if $x$ is a solution, then it is less than 5 . Strictly speaking, however, we have not proved that every number which is less than 5 is a solution. In an actual proof, we begin by supposing that $x$ is any number less than 5 ; that is, $x<5$. We multiply both sides of this inequality by 3 (Theorem 1.19), and then subtract 7 from both sides (Theorem 1.16) to get

$$
3 x-7<8
$$

the original inequality. Since the hypothesis that $x$ is less than 5 implies the original inequality, we have proved the result. The important thing to notice is that the proof consisted of reversing the steps of the original argument which led to the solution $x<5$ in the first place. So long as each step taken is reversible, the above procedure is completely satisfactory for obtaining solutions of inequalities.

By means of the symbol $\Leftrightarrow$, we can give a solution to this example in compact form. We write

$$
3 x-7<8 \Leftrightarrow 3 x<15 \quad \text { (adding } 7 \text { to both sides) }
$$

and

$$
3 x<15 \Leftrightarrow x<5 \quad \text { (dividing both sides by } 3 \text { ). }
$$

The solution set is the interval $(-\infty, 5)$.

[^3]We present a second illustration of the same technique.
Example 1. Find the solution set of the inequality:

$$
-7-3 x<5 x+29
$$

Solution. We have

$$
\begin{aligned}
-7-3 x<5 x+29 & \Leftrightarrow-36<8 x \quad \text { (adding } 3 x-29 \text { to both sides) } \\
& \Leftrightarrow 8 x>-36 \quad \text { (Theorem 1.11(vi)) } \\
& \Leftrightarrow x>-\frac{9}{2} .
\end{aligned}
$$

The solution set is the interval $(-9 / 2, \infty)$.
Notation. It is convenient to introduce some terminology and symbols concerning sets. In general, a set is a collection of objects. The objects may have any character (numbers, points, lines, etc.) so long as we know which objects are in a given set and which are not. If $S$ is a set and $P$ is an object in it, we write $P \in S$ and say that $P$ is an element of $S$ or that $P$ belongs to $S$. If $S_{1}$ and $S_{2}$ are two sets, their union, denoted by $S_{1} \cup S_{2}$, consists of all objects each of which is in at least one of the two sets. The intersection of $S_{1}$ and $S_{2}$, denoted by $S_{1} \cap S_{2}$, consists of all objects each of which is in both sets. Schematically, if $S_{1}$ is the horizontally shaded set of points (Figure 1.5), and $S_{2}$ is the vertically shaded set, then $S_{1} \cup S_{2}$ consists of the entire shaded area, and $S_{1} \cap S_{2}$ consists of the doubly shaded area. Similarly, we may form the union and intersection of any number of sets. When we write $S_{1} \cup S_{2} \cup \cdots \cup S_{n}$ for the union $S$ of the $n$ sets $S_{1}, S_{2}, \ldots, S_{n}$, then $S$ consists of all elements each of which is in at least one of the $n$ sets. We also use the notation $S=\bigcup_{i=1}^{n} S_{i}$ as a shorthand for the union of $n$ sets. The intersection of $n$ sets $S_{1}, S_{2}, \ldots, S_{n}$ is written $S_{1} \cap S_{2} \cap \cdots \cap S_{n}$ or, briefly, $\bigcap_{i=1}^{n} S_{i}$. It may happen that two sets $S_{1}$ and $S_{2}$ have no elements in common. In such a case their intersection is empty, and we use the term empty set for the set which is devoid of members.


Figure 1.5. Exhibiting $S_{1} \cup S_{2}$ and $S_{1} \cap S_{2}$.

Most often we will deal with sets each of which is specified by some property or properties of its elements. For example, we may speak of the set of all even integers or the set of all rational numbers between 0 and 1 . We employ the special symbol

$$
\{x: x=2 n \text { and } n \text { is an integer }\}
$$

to represent the set of all even integers. In this notation the letter $x$ stands for a generic element of the set, and the properties which determine membership in the set are listed to the right of the colon. The symbol

$$
\{x: x \in(0,1) \text { and } x \text { is rational }\}
$$

represents the set of rational numbers in the open interval $(0,1)$. If a set has only a few elements, it may be specified by listing its members between braces. Thus the symbol $\{-2,0,1\}$ denotes the set whose elements are the numbers $-2,0$ and 1 . A set may be specified by any number of properties, and we use a variety of notations to indicate these properties. If a set of objects $P$ has properties $A, B$, and $C$, we may denote this set by

$$
\{P: P \text { has properties } A, B, \text { and } C\} .
$$

Other examples are: the open interval $(0,2)$ is denoted by

$$
(0,2)=\{x: 0<x<2\}
$$

and the half-open interval $[2,14)$ is denoted by

$$
[2,14)=\{t: 2 \leqslant t<14\} .
$$

To illustrate the use of the symbols for set union and set intersection, we observe that

$$
[1,3]=\left[1,2 \frac{1}{2}\right] \cup[2,3]
$$

and

$$
(0,1)=(0,+\infty) \cap(-\infty, 1)
$$

The words and and or have precise meanings when used in connection with sets and their properties. The set consisting of elements which have property $A$ or property $B$ is the union of the set having property $A$ and the set having property $B$. Symbolically, we write
$\{x: x$ has property $A$ or property $B\}$

$$
=\{x: x \text { has property } A\} \cup\{x: x \text { has property } B\} .
$$

The set consisting of elements which have both property $A$ and property $B$ is the intersection of the set having property $A$ with the set having property $B$. In set notation, we write
$\{x: x$ has property $A$ and property $B\}$

$$
=\{x: x \text { has property } A\} \cap\{x: x \text { has property } B\} .
$$

If $A$ and $B$ are two sets and if every element of $A$ is also an element of $B$, we say that $A$ is $a$ subset of $B$, and we write $A \subset B$. The two statements $A \subset B$ and $B \subset A$ imply that $A=B$.

We give two examples illustrating the way set notation is used.
Example 2. Solve for $x$ :

$$
\frac{3}{x}<5 \quad(x \neq 0)
$$

Solution. Since we don't know in advance whether $x$ is positive or negative, we cannot multiply by $x$ unless we impose additional conditions. We therefore separate the problem into two cases: (i) $x$ is positive, and (ii) $x$ is negative. The desired solution set can be written as the union of the sets $S_{1}$ and $S_{2}$ defined by

$$
\begin{aligned}
& S_{1}=\left\{x: \frac{3}{x}<5 \text { and } x>0\right\}, \\
& S_{2}=\left\{x: \frac{3}{x}<5 \text { and } x<0\right\} .
\end{aligned}
$$

Now

$$
\begin{aligned}
x \in S_{1} & \Leftrightarrow 3<5 x \text { and } x>0 \\
& \Leftrightarrow x>\frac{3}{5} \text { and } x>0 \\
& \Leftrightarrow x>\frac{3}{5} .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
x \in S_{2} & \Leftrightarrow 3>5 x \text { and } x<0 \\
& \Leftrightarrow x<\frac{3}{5} \text { and } x<0 \\
& \Leftrightarrow x<0 .
\end{aligned}
$$

Thus the solution set is (see Figure 1.6)

$$
S_{1} \cup S_{2}=\left(\frac{3}{5}, \infty\right) \cup(-\infty, 0)
$$

Example 3. Solve for $x$ :

$$
\frac{2 x-3}{x+2}<\frac{1}{3} \quad(x \neq-2)
$$



Figure 1.6


Figure 1.7. Solution set ( $-2,11 / 5$ ).

Solution. As in Example 2, the solution set is the union $S_{1} \cup S_{2}$, where

$$
\begin{aligned}
& S_{1}=\left\{x: \frac{2 x-3}{x+2}<\frac{1}{3} \text { and } x+2>0\right\}, \\
& S_{2}=\left\{x: \frac{2 x-3}{x+2}<\frac{1}{3} \text { and } x+2<0\right\} .
\end{aligned}
$$

For numbers in $S_{1}$, we may multiply the inequality by $x+2$ and, since $x+2$ is positive, the direction of the inequality is preserved. Hence

$$
\begin{aligned}
x \in S_{1} & \Leftrightarrow 3(2 x-3)<x+2 \text { and } x+2>0 \\
& \Leftrightarrow 5 x<11 \text { and } x+2>0 \\
& \Leftrightarrow x<\frac{11}{5} \text { and } x>-2 \\
& \Leftrightarrow x \in\left(-2, \frac{11}{5}\right) .
\end{aligned}
$$

For numbers in $S_{2}$, multiplication of the inequality by the negative quantity $x+2$ reverses the direction. Therefore,

$$
\begin{aligned}
x \in S_{2} & \Leftrightarrow 3(2 x-3)>x+2 \text { and } x+2<0 \\
& \Leftrightarrow 5 x>11 \text { and } x+2<0 \\
& \Leftrightarrow x>\frac{11}{5} \text { and } x<-2 .
\end{aligned}
$$

Since there are no numbers $x$ satisfying both conditions $x>11 / 5$ and $x<-2$, the set $S_{2}$ is empty. The solution set (Figure 1.7) consists of $S_{1}=(-2,11 / 5)$.

We shall assume the reader is familiar with the notion of absolute value and elementary manipulations with equations and inequalities involving the absolute value of numbers. For those readers who wish to review this material, the basic definitions and theorems are provided in Appendix 1.1. A general method for solving polynomial inequalities and inequalities involving quotients of polynomials is presented in Appendix 1.2.

## Problems

1. Consider the field consisting of all numbers of the form $a+b \sqrt{7}$ where $a$ and $b$ are rational. Does this field satisfy Axiom I? Justify your answer.
2. Consider the set of all numbers of the form ai $\sqrt{7}$ where $a$ is a real number and $i=\sqrt{-1}$. Show that it is possible to give this set an ordering in such a way that it satisfies Axiom I. Does this set form a field?
3. Show that the set of all complex numbers $a+b i$, with $a$ and $b$ rational, satisfies all the axioms for a field.

In Problems 4 through 7 find in each case the solution set as an interval, and plot.
4. $2 x-2<27+4 x$
5. $5(x-1)>12-(17-3 x)$
6. $(2 x+1) / 8<(3 x-4) / 3$
7. $(x+10) / 6+1-(x / 4)>((4-5 x) / 6)-1$

In Problems 8 through 10, find the solution set of each pair of simultaneous inequalities. Verify in each case that the solution set is the intersection of the solution sets of the separate inequalities.
8. $2 x-3<3 x-2$ and $4 x-1<2 x+3$
9. $3 x+5>x+1$ and $4 x-3<x+6$
10. $4-2 x<1+5 x$ and $3 x+2<x-7$

In Problems 11 through 14, express each given combination of intervals as an interval. Plot a graph in each case.
11. $[-1, \infty] \cap(-\infty-2)$
12. $(-\infty, 2) \cap(-\infty, 4)$
13. $(-1,1) \cup(0,5)$
14. $(-\infty, 2) \cup(-\infty, 4)$

In Problems 15 through 19 find the solution set of the given inequality.
15. $3 / x<2 / 5$
16. $(x-2) / x<3$
18. $x /(2-x)<2$
17. $(x+2) /(x-1)<4$
19. $(x+2) /(x-3)<-2$
20. Prove Theorem 1.13.
21. Prove Theorem 1.14.
22. Prove Theorem 1.15.
23. Prove Theorem 1.16.
24. Using the theorems of this section prove that if $a>b$ and $c>d$, then $a+c>b+d$.
25. Using the theorems of this section show:
(i) If $a>b>0$ and $c>d>0$, then $a \cdot c>b \cdot d$.
(ii) If $a<b<0$ and $c<d<0$, then $a \cdot c>b \cdot d$.

### 1.4. Mathematical Induction

The principle of mathematical induction with which most readers are familiar can be derived as a consequence of the axioms in Section 1.1. Since the definition of natural number is at the basis of the principle of mathematical induction, we shall develop both concepts together.

Definition. A set $S$ of numbers is said to be inductive if and only if
(a) $1 \in S$ and
(b) $(x+1) \in S$ whenever $x \in S$.

Examples of inductive sets are easily found. The set of all real numbers is inductive, as is the set of all rationals. The set of all integers, positive, zero, and negative is inductive. The collection of real numbers between 0 and 10 is not inductive since it satisfies (a) but not (b). No finite set of real numbers can be inductive since (b) will be violated at some stage.

Definition. A real number $n$ is said to be a natural number if and only if it belongs to every inductive set of real numbers. The set of all natural numbers will be denoted by the symbol $\mathbb{N}$.

We observe that $\mathbb{N}$ contains the number 1 since, by the definition of inductive set, 1 must always be a member of every inductive set. Intuitively we know that the set of natural numbers $\mathbb{N}$ is identical with the set of positive integers.

Theorem 1.17. The set $\mathbb{N}$ of all natural numbers is an inductive set.
Proof. We must show that $\mathbb{N}$ has Properties (a) and (b) in the definition of inductive set. As we remarked above, (a) holds. Now suppose that $k$ is an element of $\mathbb{N}$. Then $k$ belongs to every inductive set $S$. For each inductive set, if $k$ is an element, so is $k+1$. Thus $k+1$ belongs to every inductive set. Therefore $k+1$ belongs to $\mathbb{N}$. Hence $\mathbb{N}$ has Property (b), and is inductive.

The principle of mathematical induction is contained in the next theorem which asserts that any inductive set of natural numbers must consist of the entire collection $\mathbb{N}$.

Theorem 1.18 (Principle of mathematical induction). If $S$ is an inductive set of natural numbers, then $S=\mathbb{N}$.

Proof. Since $S$ is an inductive set, we know from the definition of natural number that $\mathbb{N}$ is contained in $S$. On the other hand, since $S$ consists of natural numbers, it follows that $S$ is contained in $\mathbb{N}$. Therefore $S=\mathbb{N}$.

We now illustrate how the principle of mathematical induction is applied in practice. The reader may not recognize Theorem 1.18 as the statement of the familiar principle of mathematical induction. So we shall prove a formula using Theorem 1.18.

Example 1. Show that

$$
\begin{equation*}
1+2 \ldots+n=\frac{n(n+1)}{2} \tag{1.1}
\end{equation*}
$$

for every natural number $n$.
Solution. Let $S$ be the set of natural numbers $n$ for which the Formula (1.1) holds. We shall show that $S$ is an inductive set.
(a) Clearly $1 \in S$ since Formula (1.1) holds for $n=1$.
(b) Suppose $k \in S$. Then Formula (1.1) holds with $n=k$. Adding $(k+1)$ to both sides we see that

$$
1+\cdots+k+(k+1)=\frac{k(k+1)}{2}+(k+1)=\frac{(k+1)(k+2)}{2}
$$

which is Formula (1.1) for $n=k+1$. Thus $(k+1)$ is in $S$ whenever $k$ is.
Combining (a) and (b), we conclude that $S$ is an inductive set of natural numbers and so consists of all natural numbers. Therefore Formula (1.1) holds for all natural numbers.

Example 2. Show that $n!>2^{n}$ for each natural number $n>3$.
Solution. Let $S$ consist of $1,2,3$ and all $n>3$ for which $n!>2^{n}$. We shall show that $S$ is inductive.
(a) Clearly $1 \in S$ by the definition of $S$.
(b) Suppose $k \in S$. Then $k=1,2$, or 3 , or $k>3$ and $k!>2^{k}$. If $k=1$, $k+1=2 \in S$. If $k=2, k+1=3 \in S$. If $k=3$, then $k+1=4 \in S$ since $4!=$ $24>2^{4}=16$. If $k>3$ and $k!>2^{k}$, then $(k+1)>3$ obviously, and

$$
(k+1)!=(k+1) \cdot k!>(k+1) \cdot 2^{k}>4 \cdot 2^{k}=2 \cdot 2^{k+1}>2^{k+1}
$$

so that $(k+1) \in S$. Thus $(k+1)$ is in $S$ whenever $k$ is.
Therefore $S$ is inductive and so consists of all natural numbers. If $n$ is any natural number $>3$, it follows that $n!>2^{n}$.

Note that in this example the inequality $n!>2^{n}$ is false for $n=1,2,3$. This made necessary the unusual definition of our set $S$.

Remark. An alternative (simplier) procedure for proving statements such as those in Example 2 uses a modified form of Theorem 1.18. A set $S$ of real numbers has the modified inductive property if (1) $S$ has a smallest number and (2) $(x+1) \in S$ whenever $x \in S$. Theorem 1.18 becomes: if $S$ is a set of natural numbers with the modified inductive property, then $S$ contains all the natural
numbers greater than the smallest natural number in $S$. We see that in Example 2, we may choose for $S$ the set of all natural numbers greater than 3. The result is the same.

Now mathematical induction can be used to establish Proposition 1.1 of Section 1.2. We state this and subsequent propositions of Section 1.2 as theorems.

Theorem 1.19. For each finite sequence of numbers $a_{1}, a_{2}, \ldots, a_{n}$, there is associated a unique sequence $b_{1}, b_{2}, \ldots, b_{n}$ such that

$$
\begin{equation*}
b_{1}=a_{1} \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{i+1}=b_{i}+a_{i+1} \quad \text { for } \quad i=1,2, \ldots, n-1 \quad \text { if } n>1 . \tag{1.3}
\end{equation*}
$$

Proof. Let $S$ be the set of all natural numbers $n$ for which the theorem is true. We shall show that $S$ is inductive and hence $S=\mathbb{N}$. Clearly 1 is in $S$ since $b_{1}=a_{1}$, by hypothesis. Let $a_{1}, a_{2}, \ldots, a_{k}, a_{k+1}$ be given and suppose that $k \in S$. Then there is a unique sequence $b_{1}, b_{2}, \ldots, b_{k}$ such that

$$
b_{1}=a_{1}
$$

and

$$
b_{i+1}=b_{i}+a_{i+1} \quad \text { for } \quad i=1,2, \ldots, k-1 \quad \text { if } k>1 .
$$

If $k=1$, then $b_{1}=a_{1}$. We define $b_{k+1}=b_{k}+a_{k+1}$. Then the sequence $b_{1}$, $b_{2}, \ldots, b_{k}, b_{k+1}$ satisfies Equations (1.2) and (1.3) of the theorem, and we must show that this sequence is unique. Suppose $b_{1}^{\prime}, b_{2}^{\prime}, \ldots, b_{k}^{\prime}, b_{k+1}^{\prime}$ is a second sequence with the same properties. We have $b_{i}^{\prime}=b_{i}$ for $i=1,2, \ldots, k$ because the assumption $k \in S$ implies these $b_{i}$ are unique. Now,

$$
b_{k+1}^{\prime}=b_{k}^{\prime}+a_{k+1}=b_{k}+a_{k+1}=b_{k+1},
$$

and so $(k+1) \in S$. The set $S$ is inductive and therefore $S=\mathbb{N}$. The theorem is true for every natural number $n$.

Theorem 1.20. For each finite sequence $a_{1}, a_{2}, \ldots, a_{n}$ there is a unique sequence $c_{1}, c_{2}, \ldots, c_{n}$ such that

$$
c_{1}=a_{1}
$$

and

$$
c_{i+1}=c_{i} \cdot a_{i+1} \quad \text { for } \quad i=1,2, \ldots, n-1 \text { if } n>1 .
$$

The proof of Theorem 1.20 is similar to the proof of Theorem 1.19 and is left to the reader.

The next theorem, originally stated as Proposition 1.4 of Section 1.2, is a consequence of Theorems 1.19 and 1.20. Its proof, which employs the Principle of mathematical induction, is left to the reader.

Theorem 1.21. If $a_{1}, a_{2}, \ldots, a_{m}, a_{m+1}, \ldots, a_{m+n}$ is any finite sequence, then

$$
\sum_{i=1}^{m+n} a_{i}=\sum_{i=1}^{m} a_{i}+\sum_{i=m+1}^{m+n} a_{i}
$$

and

$$
\prod_{i=1}^{m+n} a_{i}=\left(\prod_{i=1}^{m} a_{i}\right) \cdot\left(\prod_{i=m+1}^{m+n} a_{i}\right)
$$

Since the set of natural numbers $\mathbb{N}$ is identical with the set of positive integers, the fact that a natural number is positive follows from the Axiom of inequality and the definition of $\mathbb{N}$.

Theorem 1.22 (The well-ordering principle). Any nonempty set $T$ of natural numbers contains a smallest element.

Proof. Let $k$ be a member of $T$. We define a set $S$ of natural numbers by the relation

$$
S=\{p: p \in T \text { and } p \leqslant k\} .
$$

The set $S$ contains a portion (not necessarily all) of the set consisting of the natural numbers $\{1,2,3, \ldots, k-1, k\}$. Thus since $S$ is finite it has a smallest element, which we denote by $s$. We now show that $s$ is the smallest element of $T$. First, since $s \in S$ and $S \subset T$, then $s \in T$. Suppose $t$ is any element of $T$ different from $s$. If $t>k$, then the inequality $k \geqslant s$ implies that $t>s$. On the other hand, if $t \leqslant k$, then $t \in S$. Since $s$ is the smallest element of $S$ and $s \neq t$, we have $s<t$. Thus $s$ is smaller than any other element of $T$, and the proof is complete.

## Problems

In each of Problems 1 through 6 use the Principle of mathematical induction to establish the given formula.

1. $\sum_{i=1}^{n} i^{2}=n(n+1)(2 n+1) / 6$
2. $\sum_{i=1}^{n} i^{3}=n^{2}(n+1)^{2} / 4$
3. $\sum_{i=1}^{n}(2 i-1)=n^{2}$
4. $\sum_{i=1}^{n} i(i+1)=n(n+1)(n+2) / 3$
5. $\sum_{i=1}^{n} i(i+2)=n(n+1)(2 n+7) / 6$
6. $\sum_{i=1}^{n}(1 / i(i+1))=n /(n+1)$
7. Suppose $p, q$, and $r$ are natural numbers such that $p+q<p+r$. Show that $q<r$.
8. Suppose that $p, q$, and $r$ are natural numbers such that $p \cdot q<p \cdot r$. Show that $q<r$.
9. (a) Show that the set of positive rational numbers is inductive.
(b) Is the set $a+b \sqrt{5}, a$ and $b$ natural numbers, an inductive set?
(c) Is the set of all complex numbers an inductive set?

In each of Problems 10 through 15 use the Principle of mathematical induction to establish the given assertion.
10. $\sum_{i=1}^{n}[a+(i-1) d]=n[2 a+(n-1) d] / 2$, where $a$ and $d$ are any real numbers.
11. $\sum_{i=1}^{n} a r^{i-1}=a\left(r^{n}-1\right) /(r-1)$, where $a$ and $r$ are real numbers, and $r \neq 1$.
12. $\sum_{i=1}^{n} i(i+1)(i+2)=n(n+1)(n+2)(n+3) / 4$.
13. $(1+a)^{n} \geqslant 1+n a$ for $a \geqslant 0$ and $n$ a natural number.
14. $\sum_{i=1}^{n} 3^{2 i-1}=3\left(9^{n}-1\right) / 8$.
15. Prove by induction that

$$
\begin{aligned}
\left(x_{1}+x_{2}+\cdots+x_{k}\right)^{2}= & \sum_{i=1}^{k} x_{i}^{2}+2\left(x_{1} x_{2}+x_{1} x_{3}+\cdots+x_{1} x_{k}+x_{2} x_{3}\right. \\
& \left.+x_{2} x_{4}+\cdots x_{2} x_{k}+x_{3} x_{4}+x_{3} x_{5}+\cdots+x_{k-1} x_{k}\right) .
\end{aligned}
$$

16. Prove Theorem 1.20.
17. Prove Theorem 1.21.
18. Use mathematical induction to prove Proposition 1.5 of Section 1.2.
19. Use mathematical induction to prove Proposition 1.6 of Section 1.2.
*20. ${ }^{5}$ We denote by $\mathbb{N} \times \mathbb{N}$ the set of all ordered pairs of natural numbers $(m, n)$. State and prove a Principle of mathematical induction for sets contained in $\mathbb{N} \times \mathbb{N}$.
${ }^{5}$ An asterisk is used to indicate difficult problems.

## CHAPTER <br> 2

## Continuity and Limits

### 2.1. Continuity

Most of the functions we study in elementary calculus are described by simple formulas. These functions almost always possess derivatives and, in fact, a portion of any first course in calculus is devoted to the development of routine methods for computing derivatives. However, not all functions possess derivatives everywhere. For example, the functions $\left(1+x^{2}\right) / x, \cot x$, and $\sin (1 / x)$ do not possess derivatives at $x=0$ no matter how they are defined at $x=0$.

As we progress in the study of analysis, it is important to enlarge substantially the class of functions under examination. Functions which possess derivatives everywhere form a rather restricted class; extending this class to functions which are differentiable except at a few isolated points does not enlarge it greatly. We wish to investigate significantly larger classes of functions, and to do so we introduce the notion of a continuous functions.

Definitions. Suppose that $f$ is a function from a domain $D$ in $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. The function $f$ is continuous at $a$ if and only if (i) the point $a$ is in an open interval $I$ contained in $D$, and (ii) for each positive number $\varepsilon$ there is a positive number $\delta$ such that

$$
|f(x)-f(a)|<\varepsilon \quad \text { whenever } \quad|x-a|<\delta .
$$

If $f$ is continuous at each point of a set $S$, we say that $f$ is continuous on $S$. A function $f$ is called continuous if it is continuous at every point of its domain.

The geometric significance of continuity at a point $a$ is indicated in Figure 2.1. We recall that the inequality $|f(x)-f(a)|<\varepsilon$ is equivalent to the double inequality

$$
-\varepsilon<f(x)-f(a)<\varepsilon
$$



Figure 2.1. The graph of $f$ is in the rectangle for $a-\delta<x<a+\delta$.
or

$$
f(a)-\varepsilon<f(x)<f(a)+\varepsilon
$$

Similarly, the inequality $|x-a|<\delta$ is equivalent to the two inequalities

$$
a-\delta<x<a+\delta
$$

We construct the four lines $x=a-\delta, x=a+\delta, y=f(a)-\varepsilon$, and $y=$ $f(a)+\varepsilon$, as shown in Figure 2.1. The rectangle determined by these four lines has its center at the point with coordinates $(a, f(a))$. The geometric interpretation of continuity at a point may be given in terms of this rectangle. A function $f$ is continuous at $a$ if for each $\varepsilon>0$ there is a number $\delta>0$ such that the graph of $f$ remains within the rectangle for all $x$ in the interval $(a-\delta, a+\delta)$.

It is usually very difficult to verify continuity directly from the definition. Such verification requires that for every positive number $\varepsilon$, we exhibit a number $\delta$ and show that the graph of $f$ lies in the appropriate rectangle. However, if the function $f$ is given by a sufficiently simple expression, it is sometimes possible to obtain an explicit value for the quantity $\delta$ corresponding to a given number $\varepsilon$. We describe the method by means of two examples.

Example 1. Given the function

$$
f: x \rightarrow \frac{1}{x+1}, \quad x \neq-1
$$

and $a=1, \varepsilon=0.1$, find a number $\delta$ such that $|f(x)-f(1)|<0.1$ for $|x-1|<\delta$.


Figure 2.2

Solution. We sketch the graph of $f$ and observe that $f$ is decreasing for $x>-1$ (see Figure 2.2). The equations $f(x)-f(1)=0.1, f(x)-f(1)=-0.1$ can be solved for $x$. We find

$$
\frac{1}{x+1}-\frac{1}{2}=0.1 \quad \Leftrightarrow \quad x=\frac{2}{3}
$$

and

$$
\frac{1}{x+1}-\frac{1}{2}=-0.1 \quad \Leftrightarrow \quad x=\frac{3}{2}
$$

Since $f$ is decreasing in the interval $\frac{2}{3}<x<\frac{3}{2}$, it is clear that the graph of $f$ lies in the rectangle formed by the lines $x=\frac{2}{3}, x=\frac{3}{2}, y=\frac{1}{2}-0.1$, and $y=$ $\frac{1}{2}+0.1$. Since the distance from $x=1$ to $x=\frac{2}{3}$ is smaller than the distance from $x=1$ to $x=\frac{3}{2}$, we select $\delta=1-\frac{2}{3}=\frac{1}{3}$. We make the important general observation that when a value of $\delta$ is obtained for a given quantity $\varepsilon$, then any smaller (positive) value for $\delta$ may also be used for the same number $\varepsilon$.

Remarks. For purposes of illustration, we assume in this chapter that $\sqrt[n]{x}$ is defined for all $x \geqslant 0$ if $n$ is even and that $\sqrt[n]{x}$ is defined for all $x$ if $n$ is odd. We also suppose that for positive numbers $x_{1}, x_{2}$, the inequality $\sqrt{x_{2}}>\sqrt{x_{1}}$ holds whenever $x_{2}>x_{1}$. Facts of this type concerning functions of the form $\sqrt[n]{x}$, with $n$ a natural number, do not follow from the results given thus far. They will be proved in the next section.


Figure 2.3

Example 2. Consider the function

$$
f: x \rightarrow \begin{cases}\frac{x-4}{\sqrt{x}-2} & x \geqslant 0, x \neq 4 \\ 4 & x=4\end{cases}
$$

If $\varepsilon=0.01$, find a $\delta$ such that $|f(x)-f(4)|<0.01$ for all $x$ such that $|x-4|<\delta$.
Solution. If $x \neq 4$, then

$$
f(x)=\frac{(\sqrt{x}-2)(\sqrt{x}+2)}{\sqrt{x}-2}=\sqrt{x}+2
$$

The graph of $f$ is shown in Figure 2.3, and we observe that $f$ is an increasing function. We solve the equations $f(x)-f(4)=0.01$ and $f(x)-f(4)=-0.01$ and obtain

$$
\begin{aligned}
& \sqrt{x}+2-4=0.01 \Leftrightarrow \sqrt{x}=2.01 \Leftrightarrow x=4.0401 \\
& \sqrt{x}+2-4=-0.01 \Leftrightarrow \sqrt{x}=1.99 \Leftrightarrow x=3.9601 .
\end{aligned}
$$

Since $f$ is increasing, it follows that $|f(x)-f(4)|<0.01$ for $3.9601<x<$ 4.0401. Selecting $\delta=0.0399$, we find that $|f(x)-f(4)|<\varepsilon$ for $|x-4|<\delta$.

We shall frequently be concerned with functions which have a domain in $\mathbb{R}^{1}$ which consists of an interval except for a single point. This exceptional point may be an interior point or an endpoint of the interval. For example, the function $\left(x^{2}+1\right) / x$ is defined for all $x$ except $x=0$. The function $\log x$ is
defined for $x>0$ but not for $x=0$. Other examples are $\cot x$, defined on any interval not containing an integral multiple of $\pi$, and the function $\left(x^{3}+8\right) /$ $(x+2)$ not defined for $x=-2$; in fact, any function defined as the quotient of two polynomials has excluded from its domain those values at which the denominator is zero.

Definition. Suppose that $a$ and $L$ are real numbers and $f$ is a function from a domain $D$ in $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. The number $a$ may or may not be in the domain of $f$. The function $f$ tends to $L$ as a limit as $x$ tends to $a$ if and only if (i) there is an open interval $I$ containing $a$ which, except possibly for the point $a$, is contained in $D$, and (ii) for each positive number $\varepsilon$ there is a positive number $\delta$ such that

$$
|f(x)-L|<\varepsilon \quad \text { whenever } \quad 0<|x-a|<\delta
$$

If $f$ tends to $L$ as $x$ tends to $a$, we write

$$
f(x) \rightarrow L \quad \text { as } \quad x \rightarrow a
$$

and denote the number $L$ by

$$
\lim _{x \rightarrow a} f(x)
$$

or by $\lim _{x \rightarrow a} f(x)$.

## Remarks

(i) We see that a function $f$ is continuous at $a$ if and only if $a$ is in the domain of $f$ and $f(x) \rightarrow f(a)$ as $x \rightarrow a$.
(ii) The condition $0<|x-a|<\delta$ (excluding the possibility $x=a$ ) is used rather than the condition $|x-a|<\delta$ as in the definition of continuity since $f$ may not be defined at $a$ itself.

## Problems

In Problems 1 through 8 the functions are continuous at the value $a$ given. In each case find a value $\delta$ corresponding to the given value of $\varepsilon$ so that the definition of continuity is satisfied. Draw a graph.

1. $f(x)=2 x+5, a=1, \varepsilon=0.01$
2. $f(x)=1-3 x, a=2, \varepsilon=0.01$
3. $f(x)=\sqrt{x}, a=2, \varepsilon=0.01$
4. $f(x)=\sqrt[3]{x}, a=1, \varepsilon=0.1$
5. $f(x)=1+x^{2}, a=2, \varepsilon=0.01$
6. $f(x)=x^{3}-4, a=1, \varepsilon=0.5$
7. $f(x)=x^{3}+3 x, a=-1, \varepsilon=0.5$
8. $f(x)=\sqrt{2 x+1}, a=4, \varepsilon=0.1$

In Problems 9 through 17 the functions are defined in an interval about the given value of $a$ but not at $a$. Determine a value $\delta$ so that for the given values of $L$ and $\varepsilon$, the statement " $|f(x)-L|<\varepsilon$ whenever $0<|x-a|<\delta$ " is valid. Sketch the graph of the given function.
9. $f(x)=\left(x^{2}-9\right) /(x+3), a=-3, L=-6, \varepsilon=0.005$
10. $f(x)=(\sqrt{2 x}-2) /(x-2), a=2, L=\frac{1}{2}, \varepsilon=0.01$
11. $f(x)=\left(x^{2}-4\right) /(x-2), a=2, L=4, \varepsilon=0.01$
12. $f(x)=(x-9) /(\sqrt{x}-3), a=9, L=6, \varepsilon=0.1$
13. $f(x)=\left(x^{3}-8\right) /(x-2), a=2, L=12, \varepsilon=0.5$
14. $f(x)=\left(x^{3}+1\right) /(x+1), a=-1, L=3, \varepsilon=0.1$
*15. $f(x)=(x-1) /(\sqrt[3]{x}-1), a=1, L=3, \varepsilon=0.1$
16. ${ }^{1} f(x)=x \sin (1 / x), a=0, L=0, \varepsilon=0.01$
*17. $f(x)=(\sin x) / x, a=0, L=1, \varepsilon=0.1$
18. Show that $\lim _{x \rightarrow 0}(\sin (1 / x))$ does not exist.
*19. ${ }^{1}$ Show that $\lim _{x \rightarrow 0} x \log |x|=0$.
20. The function $f(x)=x \cot x$ is not defined at $x=0$. Can the domain of $f$ be enlarged to include $x=0$ in such a way that the function is continuous on the enlarged domain?
21. For all $x \in R^{1}$ define
$f(x)= \begin{cases}1 & \text { if } x \text { is a rational number, } \\ 0 & \text { if } x \text { is an irrational number. }\end{cases}$
Show that $f$ is not continuous at every value of $x$.
22. Suppose that $f$ is defined in an interval about the number $a$ and $\lim _{h \rightarrow 0}[f(a+h)-$ $f(a-h)]=0$. Show that $f$ may not be continuous at $a$. Is it always true that $\lim _{h \rightarrow 0} f(a+h)$ exists?

### 2.2. Limits

The basic theorems of calculus depend for their proofs on certain standard theorems on limits. These theorems are usually stated without proof in a first course in calculus. In this section we fill the gap by providing proofs of the customary theorems on limits. These theorems are the basis for the formulas for the derivative of the sum, product and quotient of functions and for the Chain Rule.

[^4]

Figure 2.4. $\left|x_{0}-a\right|<\delta_{1},\left|x_{0}-a\right|<\delta_{2}$.

Theorem 2.1 (Uniqueness of limits). Suppose $f$ is a function from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. If $f(x) \rightarrow L$ as $x \rightarrow a$ and $f(x) \rightarrow M$ as $x \rightarrow a$, then $L=M$.

Proof. We shall assume that $L \neq M$ and reach a contradiction. Define $\varepsilon=$ $\frac{1}{2}|L-M|$. According to the definition of limit, we know that for this positive number $\varepsilon$, there is a number $\delta_{1}>0$ such that ( $x$ is in the domain of $f$ and)

$$
|f(x)-L|<\varepsilon \text { for all } x \text { whenever } 0<|x-a|<\delta_{1}
$$

Similarly since $f(x) \rightarrow M$, there is a number $\delta_{2}>0$ such that $(x$ is in the domain of $f$ and)

$$
|f(x)-M|<\varepsilon \quad \text { for all } x \text { whenever } \quad 0<|x-a|<\delta_{2}
$$

Let $x_{0}$ be a number whose distance from $a$ is less than both $\delta_{1}$ and $\delta_{2}$. (See Figure 2.4.) We write

$$
L-M=\left(L-f\left(x_{0}\right)\right)+\left(f\left(x_{0}\right)-M\right)
$$

Therefore,

$$
|L-M| \leqslant\left|L-f\left(x_{0}\right)\right|+\left|f\left(x_{0}\right)-M\right|
$$

and, from the inequalities above,

$$
|L-M|<\varepsilon+\varepsilon=2 \varepsilon
$$

On the other hand, we defined $\varepsilon=\frac{1}{2}|L-M|$. We have a contradiction, and so $L=M$.

Theorem 2.2 (Limit of a constant). If $c$ is a number and $f(x)=c$ for all $x$ on $\mathbb{R}^{1}$, then for every real number a

$$
\lim _{x \rightarrow a} f(x)=c
$$

Proof. In the definition of limit, we may choose $\delta=1$ for every positive $\varepsilon$. Then

$$
|f(x)-c|=|c-c|=0<\varepsilon \quad \text { for } \quad|x-a|<1
$$

Theorem 2.3 (Obvious limit). If $f(x)=x$ for all $x$ on $\mathbb{R}^{1}$ and $a$ is any real number, then

$$
\lim _{x \rightarrow a} f(x)=a
$$

Proof. In the definition of limit, we may choose $\delta=\varepsilon$. Then, since $f(x)-$ $f(a)=x-a$, we clearly have

$$
|f(x)-f(a)|=|x-a|<\varepsilon \quad \text { whenever } \quad 0<|x-a|<\varepsilon .
$$

Theorem 2.4 (Limit of equal functions). Suppose $f$ and $g$ are functions whose domains contain the set $S=\{x: 0<|x-a|<r\}$ for some positive number r. If $f(x)=g(x)$ for all $x$ in $S$ and $\lim _{x \rightarrow a} g(x)=L$, then

$$
\lim _{x \rightarrow a} f(x)=L .
$$

Proof. We show that the definition of limit is satisfied for $f$. Let $\varepsilon>0$ be given. Then there is a number $\delta>0$ such that $|g(x)-L|<\varepsilon$ whenever $0<$ $|x-a|<\delta$. We decrease $\delta$, if necessary, so that $\delta<r$. Then $|g(x)-L|=$ $|f(x)-L|$ for $0<|x-a|<\delta$ and so the definition of limit is satisfied for the function $f$.

Remarks. In Theorem $2.4 f$ and $g$ may differ outside the set $0<|x-a|<r$. In addition, one or both of the functions may not be defined at $x=a$.

Theorem 2.5 (Limit of a sum). Suppose that

$$
\lim _{x \rightarrow a} f_{1}(x)=L_{1} \quad \text { and } \quad \lim _{x \rightarrow a} f_{2}(x)=L_{2}
$$

Define $g(x)=f_{1}(x)+f_{2}(x)$. Then

$$
\lim _{x \rightarrow a} g(x)=L_{1}+L_{2}
$$

Proof. Let $\varepsilon>0$ be given. Then, using the quantity $\varepsilon / 2$, there are positive numbers $\delta_{1}$ and $\delta_{2}$ such that

$$
\left|f_{1}(x)-L_{1}\right|<\frac{\varepsilon}{2} \quad \text { for all } x \text { satisfying } \quad 0<|x-a|<\delta_{1}
$$

and

$$
\left|f_{2}(x)-L_{2}\right|<\frac{\varepsilon}{2} \quad \text { for all } x \text { satisfying } \quad 0<|x-a|<\delta_{2}
$$

Define $\delta$ as the smaller of $\delta_{1}$ and $\delta_{2}$. Then

$$
\begin{aligned}
\left|g(x)-\left(L_{1}+L_{2}\right)\right| & =\left|f_{1}(x)-L_{1}+f_{2}(x)-L_{2}\right| \\
& \leqslant\left|f_{1}(x)-L_{1}\right|+\left|f_{2}(x)-L_{2}\right|
\end{aligned}
$$

and for $0<|x-a|<\delta$, it follows that

$$
\left|g(x)-\left(L_{1}+L_{2}\right)\right|<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
$$

The result is established.
Corollary. Suppose that $\lim _{x \rightarrow a} f_{i}(x)=L_{i}, i=1,2, \ldots, n$. Define $g(x)=$ $\sum_{i=1}^{n} f_{i}(x)$. Then

$$
\lim _{x \rightarrow a} g(x)=\sum_{i=1}^{n} L_{i}
$$

The corollary may be established either by induction or directly by the method used in the proof of Theorem 2.5.

Theorem 2.6 (Limit of a product). Suppose that

$$
\lim _{x \rightarrow a} f_{1}(x)=L_{1} \quad \text { and } \quad \lim _{x \rightarrow a} f_{2}(x)=L_{2}
$$

Define $g(x)=f_{1}(x) \cdot f_{2}(x)$. Then

$$
\lim _{x \rightarrow a} g(x)=L_{1} L_{2} .
$$

Proof. Suppose that $\varepsilon>0$ is given. We wish to show that there is a $\delta>0$ such that

$$
\left|g(x)-L_{1} L_{2}\right|<\varepsilon \quad \text { whenever } \quad 0<|x-a|<\delta
$$

If $\varepsilon_{1}$ and $\varepsilon_{2}$ are positive numbers (their exact selection will be made later), there are positive numbers $\delta_{1}$ and $\delta_{2}$ such that

$$
\begin{equation*}
\left|f_{1}(x)-L_{1}\right|<\varepsilon_{1} \quad \text { whenever } \quad 0<|x-a|<\delta_{1} \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|f_{2}(x)-L_{2}\right|<\varepsilon_{2} \quad \text { whenever } \quad 0<|x-a|<\delta_{2} \tag{2.2}
\end{equation*}
$$

We first show that $\left|f_{1}(x)\right|<\left|L_{1}\right|+\varepsilon_{1}$ for $0<|x-a|<\delta_{1}$. To see this, we write

$$
f_{1}(x)=f_{1}(x)-L_{1}+L_{1}
$$

and hence

$$
\left|f_{1}(x)\right| \leqslant\left|f_{1}(x)-L_{1}\right|+\left|L_{1}\right|<\varepsilon_{1}+\left|L_{1}\right| .
$$

Define $M=\left|L_{1}\right|+\varepsilon_{1}$. To establish the result of the theorem, we use the identity

$$
g(x)-L_{1} L_{2}=L_{2}\left(f_{1}(x)-L_{1}\right)+f_{1}(x)\left(f_{2}(x)-L_{2}\right)
$$

Now we employ the triangle inequality for absolute values as well as Inequalities (2.1) and (2.2) to get

$$
\begin{aligned}
\left|g(x)-L_{1} L_{2}\right| & \leqslant\left|L_{2}\right| \cdot\left|f_{1}(x)-L_{1}\right|+\left|f_{1}(x)\right| \cdot\left|f_{2}(x)-L_{2}\right| \\
& \leqslant\left|L_{2}\right| \cdot \varepsilon_{1}+M \cdot \varepsilon_{2}
\end{aligned}
$$

Select $\varepsilon_{1}=\varepsilon / 2 L_{2}$ and $\varepsilon_{2}=\varepsilon / 2 M$. The quantities $\delta_{1}$ and $\delta_{2}$ are those which correspond to the values of $\varepsilon_{1}$ and $\varepsilon_{2}$, respectively. Then with $\delta$ as the smaller of $\delta_{1}$ and $\delta_{2}$, it follows that

$$
\left|g(x)-L_{1} L_{2}\right|<\varepsilon \quad \text { whenever } \quad 0<|x-a|<\delta .^{2}
$$

Corollary. Suppose that $f_{i}(x) \rightarrow L_{i}$ as $x \rightarrow a$ for $i=1,2, \ldots, n$, and suppose that $g(x)=f_{1}(x) \cdots f_{n}(x)$. Then $\lim _{x \rightarrow a} g(x)=L_{1} L_{2} \cdots L_{n}$.

[^5]Theorem 2.7 (Limit of a composite function). Suppose that $f$ and $g$ are functions on $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. Define the composite function $h(x)=f[g(x)]$. If $f$ is continuous at $L$, and if $g(x) \rightarrow L$ as $x \rightarrow a$, then

$$
\lim _{x \rightarrow a} h(x)=f(L) .
$$

Proof. Since $f$ is continuous at $L$, we know that for every $\varepsilon>0$ there is a $\delta_{1}>0$ such that

$$
|f(t)-f(L)|<\varepsilon \quad \text { whenever } \quad|t-L|<\delta_{1} .
$$

From the fact that $g(x) \rightarrow L$ as $x \rightarrow a$, it follows that for every $\varepsilon^{\prime}>0$, there is a $\delta>0$ such that

$$
|g(x)-L|<\varepsilon^{\prime} \quad \text { whenever } \quad 0<|x-a|<\delta
$$

In particular, we may select $\varepsilon^{\prime}=\delta_{1}$. Then $f[g(x)]$ is defined and

$$
|f[g(x)]-f(L)|<\varepsilon \quad \text { whenever } \quad 0<|x-a|<\delta
$$

Remark. The result of Theorem 2.7 is false if we weaken the hypothesis on the function $f$ and require only that $f$ tend to a limit as $t \rightarrow L$ rather than have $f$ continuous at $L$. An example exhibiting this fact is discussed in Problem 11 at the end of the section.

Corollary 1. If $f$ is continuous at $L$ and $g$ is continuous at a with $g(a)=L$, then the composite function $h(x)=f[g(x)]$ is continuous at a.

Speaking loosely, we say that "a continuous function of a continuous function is continuous."

Corollary 2. The function $F: x \rightarrow 1 / x$, defined for $x \neq 0$ is continuous for every value of $x \neq 0$. The function $G: x \rightarrow \sqrt[n]{x}$ defined for $x>0$ is continuous for every $x>0 .{ }^{3}$

These statements may be proved directly by the methods of Section 2.1 and proofs are left to the reader.

Theorem 2.8 (Limit of a quotient). Suppose that

$$
\lim _{x \rightarrow a} f(x)=L \quad \text { and } \quad \lim _{x \rightarrow a} g(x)=M
$$

Define $h(x)=f(x) / g(x)$. If $M \neq 0$, then

$$
\lim _{x \rightarrow a} h(x)=L / M
$$

[^6]The proof of Theorem 2.8 is a direct consequence of Theorem 2.6, 2.7, and Corollary 2. We leave the details to the reader.

Theorem 2.9 (Limit of inequalities). Suppose that

$$
\lim _{x \rightarrow a} f(x)=L \quad \text { and } \quad \lim _{x \rightarrow a} g(x)=M
$$

If $f(x) \leqslant g(x)$ for all $x$ in some interval about a (possibly excluding a itself ), then

$$
L \leqslant M
$$

Proof. We assume that $L>M$ and reach a contradiction. Let us define $\varepsilon=(L-M) / 2$; then from the definition of limit there are positive numbers $\delta_{1}$ and $\delta_{2}$ such that

$$
|f(x)-L|<\varepsilon \quad \text { for all } x \text { satisfying } \quad 0<|x-a|<\delta_{1}
$$

and

$$
|g(x)-M|<\varepsilon \quad \text { for all } x \text { satisfying } \quad 0<|x-a|<\delta_{2}
$$

We choose a positive number $\delta$ which is smaller than $\delta_{1}$ and $\delta_{2}$ and furthermore so small that $f(x) \leqslant g(x)$ for $0<|x-a|<\delta$. In this interval, we have

$$
M-\varepsilon<g(x)<M+\varepsilon \quad \text { and } \quad L-\varepsilon<f(x)<L+\varepsilon
$$

Since $M+\varepsilon=L-\varepsilon$, it follows that

$$
g(x)<M+\varepsilon=L-\varepsilon<f(x)
$$

and so $f(x)>g(x)$, a contradiction.
Remarks. In Theorem 2.9 it is not necessary that $f$ and $g$ be defined at $x=a$. If $f$ and $g$ are continuous at $a$, we conclude from the theorem that $f(a) \leqslant g(a)$. If, in the hypothesis, we assume that $f(x)<g(x)$ in an interval about $a$, (excluding $a$ itself) it is not possible to conclude that $L<M$. For example, letting $f(x)=x^{3}$ and $g(x)=x^{2}$, we observe that $f(x)<g(x)$ for $-1<x<1$, $x \neq 0$. However, $f(0)=g(0)=0$.

Theorem 2.10 (Sandwiching theorem). Suppose that $f, g$, and $h$ are functions defined on the interval $0<|x-a|<k$ for some positive number $k$. If $f(x) \leqslant$ $g(x) \leqslant h(x)$ on this interval, and if

$$
\lim _{x \rightarrow a} f(x)=L, \quad \lim _{x \rightarrow a} h(x)=L
$$

then $\lim _{x \rightarrow a} g(x)=L$.
Proof. Given any $\varepsilon>0$, there are positive numbers $\delta_{1}$ and $\delta_{2}$ (which we take smaller than $k$ ) so that

$$
|f(x)-L|<\varepsilon \quad \text { whenever } \quad 0<|x-a|<\delta_{1}
$$

and

$$
|h(x)-L|<\varepsilon \quad \text { whenever } \quad 0<|x-a|<\delta_{2} .
$$

In other words, $L-\varepsilon<f(x)<L+\varepsilon$ and $L-\varepsilon<h(x)<L+\varepsilon$ for all $x$ such that $0<|x-a|<\delta$ where $\delta$ is the smaller of $\delta_{1}$ and $\delta_{2}$. Therefore

$$
L-\varepsilon<f(x) \leqslant g(x) \leqslant h(x)<L+\varepsilon
$$

in this interval. We conclude that $|g(x)-L|<\varepsilon$ for $0<|x-a|<\delta$, and the result is established.

## Problems

1. Show how Theorems 2.2, 2.3, 2.5, and 2.6 may be combined to prove that for every number $a$, the linear function $c x+d$ has the property that

$$
\lim _{x \rightarrow a}(c x+d)=c a+d .
$$

2. Same as Problem 1 for the quadratic function: $c x^{2}+d x+e$. Show that

$$
\lim _{x \rightarrow a}\left(c x^{2}+d x+e\right)=c a^{2}+d a+e
$$

3. Same as Problem 1 for a general polynomial of degree $n$ :

$$
a_{0} x^{n}+a_{1} x^{n-1}+\cdots+a_{n-1} x+a_{n} \equiv P_{n}(x) .
$$

Prove that
[Hint: Use induction.]
4. Let $P_{n}(x)$ and $Q_{m}(x)$ be polynomials of degree $n$ and $m$, respectively. Use the result of Problem 3 and Theorem 2.8 to show that

$$
\lim _{x \rightarrow a} \frac{P_{n}(x)}{Q_{m}(x)}=\frac{P_{n}(a)}{Q_{m}(a)}
$$

whenever $a$ is not a root of $Q_{m}(x)=0$.
*5. Suppose that $x_{1}, x_{2}, \ldots, x_{n}, \ldots$ is a sequence of points tending to $a$. Suppose $f$ and $g$ are functions defined in an interval about $a$ with $f\left(x_{n}\right)=g\left(x_{n}\right)$. If $\lim _{x \rightarrow a} f(x)=$ $L$, is it true that $\lim _{x \rightarrow a} g(x)=L$ ? Justify your answer.
6. Use the Sandwiching theorem to show that $\lim _{x \rightarrow 0} x^{n}=0$ for every positive integer $n \geqslant 3$ by selecting $f(x) \equiv 0, g(x)=x^{n}, h(x)=x^{2},-1<x<1$.
7. Suppose $f$ and $h$ are continuous at $a$ and $f(x) \leqslant g(x) \leqslant h(x)$ for $|x-a|<k$. If $f(a)=h(a)$ show that $g$ is continuous at $a$.
8. Suppose that $\lim _{x \rightarrow a} f_{i}(x)=L_{i}, \lim _{x \rightarrow a} g_{i}(x)=M_{i}, i=1,2, \ldots, n$. Let $a_{i}, b_{i}, i=1,2$, $\ldots, n$ be any numbers. Under what conditions is it true that

$$
\lim _{x \rightarrow a} \frac{a_{1} f_{1}(x)+\cdots+a_{n} f_{n}(x)}{b_{1} g_{1}(x)+\cdots+b_{n} g_{n}(x)}=\frac{a_{1} L_{1}+\cdots+a_{n} L_{n}}{b_{1} M_{1}+\cdots+b_{n} M_{n}} ?
$$

9. Establish directly the Corollary to Theorem 2.5.
10. Prove the Corollary to Theorem 2.6.
*11. Let $f(x)=x \sin (1 / x)$ for $-\pi \leqslant x \leqslant \pi, x \neq 0$. Sketch the graph of $f$. (Note that $f$ is not defined for $x=0$.)
(a) Prove that $\lim _{x \rightarrow 0} f(x)=0$.
(b) Define $g(x) \equiv f(x)$. By observing that $g(x)=0$ for $x_{n}= \pm 1 / n \pi, n=1,2, \ldots$, conclude that $f[g(x)]$ is not defined for $x=x_{n}$. Note that $x_{n} \rightarrow 0$ as $n \rightarrow \infty$.
(c) Using the result of Part (b) show that

$$
\lim _{x \rightarrow 0} h(x)
$$

does not exist where $h(x)=f[g(x)]$. Compare this result with Theorem 2.7.
(d) If we define

$$
F(x)=\left\{\begin{array}{ll}
x \sin \frac{1}{x} & -\pi \leqslant x \leqslant \pi, x \neq 0 \\
0 & x=0
\end{array}\right\}
$$

use Theorem 2.7 to show that $\lim _{x \rightarrow 0} H(x)=0$ where $H(x)=F[g(x)]$.
12. Let $f$ and $g$ be continuous functions from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. Define

$$
F(x)=\max [f(x), g(x)]
$$

for each $x \in \mathbb{R}^{1}$. Show that $F$ is continuous.
13. Prove Theorem 2.8 .
14. Prove that if $a \neq 0$ and $F: x \rightarrow 1 / x$, then $F$ is continuous at $a$.
15. Prove that if $a>0$ and $G: x \rightarrow \sqrt[n]{x}$, then $G$ is continuous at $a$.

### 2.3. One-Sided Limits

The function $f: x \rightarrow \sqrt{x}$ is continuous for all $x>0$ and, since $\sqrt{0}=0$, it is clear that $f(x) \rightarrow f(0)$ as $x$ tends to 0 through positive values. Since $f$ is not defined for negative values of $x$, the definition of continuity given in Section 2.1 is not fulfilled at $x=0$. We now wish to extend the definition of continuous function so that a function such as $\sqrt{x}$ will have the natural property of continuity at the endpoint of its domain. For this purpose we need the concept of a one-sided limit.

Definition. Suppose that $f$ is a function from a domain $D$ in $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. The function $f$ tends to $L$ as $x$ tends to $a$ from the right if and only if $(i)$ there is an open interval $I$ in $D$ which has $a$ as its left endpoint and (ii) for each $\varepsilon>0$ there is a $\delta>0$ such that

$$
|f(x)-L|<\varepsilon \quad \text { whenever } \quad 0<x-a<\delta
$$

If $f$ tends to $L$ as $x$ tends to $a$ from the right, we write

$$
f(x) \rightarrow L \quad \text { as } \quad x \rightarrow a^{+}
$$

and we denote the number $L$ by

$$
\lim _{x \rightarrow a^{+}} f(x)
$$

or by $\lim _{x \rightarrow a^{+}} f(x)$. A similar definition is employed for limits from the left. In this case the condition $0<x-a<\delta$ is replaced by

$$
0<a-x<\delta
$$

and the symbols $f(x) \rightarrow L$ as $x \rightarrow a^{-}$,

$$
\lim _{x \rightarrow a^{-}} f(x)=L
$$

and $\lim _{x \rightarrow a^{-}} f(x)=L$ are used.
Remarks. The condition $0<|x-a|<\delta$ is equivalent to the two conditions $0<x-a<\delta$ and $0<a-x<\delta$. All the theorems on limits which were stated and proved in Section 2.2 used the inequality $0<|x-a|<\delta$. As a result, all the theorems on limits imply corresponding theorems for limits from the left and limits from the right.

The definition of one-sided limits leads to the definition of one-sided continuity.

Definitions. A function $f$ is continuous on the right at $a$ if and only if $a$ is in the domain of $f$ and $f(x) \rightarrow f(a)$ as $x \rightarrow a^{+}$. The function $f$ is continuous on the left at $a$ if and only if $a$ is in the domain of $f$ and $f(x) \rightarrow f(a)$ as $x \rightarrow a^{-}$.

If the domain of a function $f$ is a finite interval, say $a \leqslant x \leqslant b$, then limits and continuity at the endpoints are of the one-sided variety. For example, the function $f: x \rightarrow x^{2}-3 x+5$ defined on the interval $2 \leqslant x \leqslant 4$ is continuous on the right at $x=2$ and continuous on the left at $x=4$. The following general definition of continuity for functions from a set in $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$ declares that such a function is continuous on the closed interval $2 \leqslant x \leqslant 4$.

Definitions. Let $f$ be a function from a domain $D$ in $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. The function $f$ is continuous at $a$ with respect to $D$ if and only if (i) $a$ is in $D$, and (ii) for each $\varepsilon>0$ there is a $\delta>0$ such that

$$
\begin{equation*}
|f(x)-f(a)|<\varepsilon \quad \text { whenever } \quad x \in D \quad \text { and } \quad|x-a|<\delta \tag{2.3}
\end{equation*}
$$

A function $f$ is continuous on $D$ if it is continuous with respect to $D$ at every point of $D$.

Remarks. (i) The phrase "with respect to $D$ " is usually omitted in the definition of continuity since the context will always make the situation clear.
(ii) If $a$ is a point of an open interval $I$ contained in $D$, then the above definition of continuity coincides with that given in Section 2.1. (iii) If $a$ is the left endpoint of an interval $I$ in $D$ and if the points immediately to the left of $a$ are not in $D$, then the above definition coincides with continuity on the right. An analogous statement holds for continuity on the left. Therefore, if the domain of a function $f$ is the closed interval $a \leqslant x \leqslant b$ and $f$ is continuous on $D$, then $f$ will be continuous on the right at $a$ and continuous on the left at $b$ (with respect to $D$ ).

Definition. A point $a$ is an isolated point of a set $D$ in $\mathbb{R}^{1}$ if and only if there is an open interval $I$ such that the set $I \cap D$ consists of the single point $\{a\}$.

A function $f$ from a domain $D$ in $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$ is continuous at every isolated point of $D$. To see this let $a$ be an isolated point of $D$ and suppose $I$ is such that $\{a\}=I \cap D$. We choose $\delta>0$ so small that the condition $|x-a|<\delta$ implies that $x$ is in $I$. Then condition (ii) in the definition of continuity is always satisfied since (ii) holds when $x=a$, the only point in question.

The theorems of Section 2.2 carry over almost without change to the case of one-sided limits. As an illustration we state a one-sided version of Theorem 2.7, the limit of a composite function.

Theorem 2.11. Suppose that $f$ and $g$ are functions on $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. If $f$ is continuous at $L$ and if $g(x) \rightarrow L$ as $x \rightarrow a^{+}$, then

$$
\lim _{x \rightarrow a^{+}} f[g(x)]=f(L)
$$

A similar statement holds if $g(x) \rightarrow L$ as $x \rightarrow a^{-}$.
The proof of Theorem 2.11 follows exactly the line of proof of Theorem 2.7. Although we always require $x>a$ when $g(x) \rightarrow L$, it is not true that $g(x)$ remains always larger than or always smaller than $L$. Hence it is necessary to assume that $f$ is continuous at $L$ and not merely continuous on one side.

With the aid of the general definition of continuity it is possible to show that the function $g: x \rightarrow \sqrt[n]{x}$, where $n$ is a positive integer, is a continuous function on its domain.

Theorem 2.12. For $n$ an even positive integer, the function $g: x \rightarrow \sqrt[n]{x}$ is continuous for $x$ on $[0, \infty)$. For $n$ an odd positive integer, $g$ is continuous for $x$ on $(-\infty, \infty)$.

Proof. For $x \geqslant 0$ and for any $\varepsilon>0$, it follows that

$$
|\sqrt[n]{x}-0|<\varepsilon \quad \text { whenever } \quad|x-0|<\varepsilon^{n}
$$

Therefore $g$ is continuous on the right at 0 for every $n$. If $n$ is odd, then $\sqrt[n]{-x}=-\sqrt[n]{x}$ and so $g$ is also continuous on the left at 0 .

It is sometimes easier to determine one-sided limits than two-sided limits. The next theorem and corollary show that one-sided limits can be used as a tool for finding ordinary limits.

Theorem 2.13 (On one- and two-sided limits). Suppose that $f$ is a function on $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. Then

$$
\lim _{x \rightarrow a} f(x)=L \quad \text { if and only if } \quad \lim _{x \rightarrow a^{+}} f(x)=L \quad \text { and } \quad \lim _{x \rightarrow a^{-}} f(x)=L .
$$

Proof.
(a) Suppose $f(x) \rightarrow L$ as $x \rightarrow a$. Then for every $\varepsilon>0$ there is a $\delta>0$ such that $f(x)$ is defined for $0<|x-a|<\delta$ and

$$
\begin{equation*}
|f(x)-L|<\varepsilon \quad \text { whenever } \quad 0<|x-a|<\delta \tag{2.4}
\end{equation*}
$$

For this value of $\delta$ we have

$$
|f(x)-L|<\varepsilon \quad \text { whenever } \quad 0<x-a<\delta .
$$

This last statement implies that $f(x) \rightarrow L$ as $x \rightarrow a^{+}$. Similarly, since the condition $0<|x-a|<\delta$ is implied by the inequality $0<x-a<\delta$, it follows from Inequality (2.4) that $|f(x)-L|<\varepsilon$ whenever $0<a-x<\delta$. Hence $f(x) \rightarrow L$ as $x \rightarrow a^{-}$.
(b) Now assume both one-sided limits exist. Given any $\varepsilon>0$, there are numbers $\delta_{1}>0$ and $\delta_{2}>0$ such that $f(x)$ is defined for $0<x-a<\delta_{1}$, and $0<a-x<\delta_{2}$ and moreover the inequalities

$$
\begin{array}{lll}
|f(x)-L|<\varepsilon & \text { whenever } & 0<x-a<\delta_{1} \\
|f(x)-L|<\varepsilon & \text { whenever } & 0<a-x<\delta_{2}
\end{array}
$$

hold. If $\delta$ is the smaller of $\delta_{1}$ and $\delta_{2}$ then

$$
|f(x)-L|<\varepsilon \quad \text { whenever } \quad 0<|x-a|<\delta
$$

Corollary. Suppose $f$ is a function on $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. Then $f$ is continuous at a if and only if it is continuous on the left at a and continuous on the right at a.

Example. Given the function

$$
f(x)= \begin{cases}x, & -1 \leqslant x \leqslant 2 \\ \sqrt{\frac{3\left(x^{4}-16\right)}{2\left(x^{3}-8\right)}}, & 2<x \leqslant 5\end{cases}
$$

determine whether or not $f$ is continuous at $x=2$. Give a reason for each step of the proof.

Solution. We use the Corollary to Theorem 2.13 and show that $f$ is continuous on the right at 2 . Define

$$
g_{1}(x)=x \text { for all } x
$$

Then for $-1 \leqslant x \leqslant 2$, we have $f(x) \equiv g_{1}(x)$. Since $g_{1}(x) \rightarrow 2$ as $x \rightarrow 2^{-}$(obvious limit, Theorem 2.3), it follows that $f(x) \rightarrow 2$ as $x \rightarrow 2^{-}$. Here we have used Theorem 2.4 on the limit of equal functions, applied to one-sided limits (see Problem 14 at the end of this section.) In the interval $2<x \leqslant 5, f$ is given by

$$
f(x)=\sqrt{\frac{3(x-2)(x+2)\left(x^{2}+4\right)}{2(x-2)\left(x^{2}+2 x+4\right)}}
$$

Define

$$
g_{2}(x)=\sqrt{\frac{3(x+2)\left(x^{2}+4\right)}{2\left(x^{2}+2 x+4\right)}} \text { for } 2<x \leqslant 5
$$

Then by Theorem 2.4 again, it follows that $\lim _{x \rightarrow 2^{+}} g_{2}(x)=\lim _{x \rightarrow 2^{+}} f(x)$. To find the limit of $g_{2}(x)$ as $x \rightarrow 2^{+}$we make straightforward applications of the theorems on limits of Section 2.2, using on each occasion the one-sided version. By applying the theorems on limit of a constant, obvious limit, limit of a sum, and limit of a product, we see that

$$
\lim _{x \rightarrow 2^{+}} 3(x+2)\left(x^{2}+4\right)=3 \cdot 4 \cdot(4+4)=96
$$

Similarly,

$$
\lim _{x \rightarrow 2^{+}} 2\left(x^{2}+2 x+4\right)=2(4+4+4)=24
$$

(Actually, these limits are found by simple substitution.) Now, using limit of a quotient and the limit of composite functions, we obtain

$$
\lim _{x \rightarrow 2^{+}} g_{2}(x)=\sqrt{\frac{96}{24}}=\sqrt{4}=2
$$

Hence, $\lim _{x \rightarrow 2^{+}} f(x)=2$ and so $\lim _{x \rightarrow 2} f(x)=2$. The function $f$ is continuous at 2 since $f(2)=2$ and $f(x) \rightarrow f(2)$ as $x \rightarrow 2$.

## Problems

In Problems 1 through 12, in each case determine whether or not the function $f$ is continuous at the given value of $a$. If it is not continuous, decide whether or not the function is continuous on the left or on the right. State reasons for each step in the argument as in the Example.

1. $f(x)=\left\{\begin{array}{lr}x-4, & -1<x \leqslant 2, \\ x^{2}-6, & 2<x<5,\end{array} \quad a=2\right.$
2. $f(x)=\left\{\begin{array}{ll}\frac{x^{2}-1}{x^{4}-1}, & 1<x<2, \\ x^{2}+3 x-2, & 2 \leqslant x<5,\end{array} a=2\right.$
3. $f: x \rightarrow x /|x|, \quad a=0$
4. $f: x \rightarrow|x-1|, \quad a=1$
5. $f: x \rightarrow x\left(1+\left(1 / x^{2}\right)\right)^{1 / 2}, \quad a=0$
6. $f(x)=\left(\left(x^{2}-27\right) /\left(x^{2}+2 x+1\right)\right)^{1 / 3}, \quad a=3$
7. $f(x)=\left\{\begin{array}{ll}\left(\frac{2 x+5}{3 x-2}\right)^{1 / 2}, & 1<x<2, \\ 2 x-1, & 2 \leqslant x<4,\end{array} \quad a=2\right.$
8. $f(x)=\left\{\begin{array}{ll}\left(\frac{x^{2}-4}{x^{2}-3 x+2}\right)^{1 / 2}, & 1<x<2, \\ x^{2} / 2, & 2 \leqslant x<5,\end{array} \quad a=2\right.$
9. $f(x)=\left\{\begin{array}{lll}\frac{x^{3}-8}{x^{2}-4}, & x \neq 2, \\ 4, & x=2, & \end{array} \quad a=2\right.$
10. $f(x)=\left\{\begin{array}{ll}\left(\frac{x^{2}-9}{x^{2}+1}\right)^{1 / 2}, & 3 \leqslant x<4, \\ x^{2}-9, & 2<x<3,\end{array} \quad a=3\right.$
11. $f(x)=\left\{\begin{array}{ll}\sin \left(\frac{1}{x}\right), & x \neq 0, \\ 0, & x=0,\end{array} \quad a=0\right.$
12. $f(x)=\left\{\begin{array}{ll}x \cos \left(\frac{1}{x}\right), & x \neq 0, \\ 0, & x=0,\end{array} \quad a=0\right.$
13. Given $f(x)=\tan x,-\pi / 2<x<\pi / 2, g(x)=(\pi / 2)-x$. What conclusion can we draw about

$$
\lim _{x \rightarrow a^{+}} f[g(x)]
$$

when $a=\pi / 4$ ? Same problem when $a=\pi / 2$, when $a=0$.
14. State and prove the analog of Theorem 2.4 on the limit of equal functions for limits from the left.
15. State and prove the analog of Theorem 2.5 on the limit of a sum for limits from the right.
16. State and prove the analog of Theorem 2.6 on the limit of a product for limits from the right.
17. State and prove the analog of Theorem 2.9 on the limit of inequalities for limits from the left.
18. State and prove the analog of Theorem 2.10 (the Sandwiching theorem) for limits from the right.
19. In Theorem 2.11 give an example which shows the result is false if the hypothesis on $f$ is changed so that $f$ is continuous on the left at $L$.
20. Given $f(x)=1 / x$ for $x=1,2,3, \ldots, n, \ldots$. For what values of $x$ is $f$ continuous?

### 2.4. Limits at Infinity; Infinite Limits

Consider the function

$$
f: x \rightarrow \frac{x}{x+1}, \quad x \neq-1
$$

whose graph is shown in Figure 2.5. Intuitively, it is clear that $f(x)$ tends to 1 as $x$ tends to infinity; this statement holds when $x$ goes to infinity through increasing positive values (i.e., $x$ tends to infinity to the right) or when $x$ goes to infinity through decreasing negative values ( $x$ tends to infinity to the left). More precisely, the symbol

$$
x \rightarrow \infty
$$

means that $x$ increases without bound through positive values and $x$ decreases without bound through negative values. If $x$ tends to infinity only through increasing positive values, we write

$$
x \rightarrow+\infty,
$$

while if $x$ tends to infinity only through decreasing negative values, we write

$$
x \rightarrow-\infty
$$

The above conventions are used to define a limit at infinity.
Definitions. We say that $f(x) \rightarrow L$ as $x \rightarrow \infty$ if and only if for each $\varepsilon>0$ there is a number $A>0$ such that $|f(x)-L|<\varepsilon$ for all $x$ satisfying $|x|>A$.

We say that $f(x) \rightarrow L$ as $x \rightarrow+\infty$ if and only if for each $\varepsilon>0$ there is an $A>0$ such that $|f(x)-L|<\varepsilon$ for all $x$ satisfying $x>A$.


Figure 2.5. $y=x /(x+1)$.

We say that $f(x) \rightarrow L$ as $x \rightarrow-\infty$ if and only if for each $\varepsilon>0$, there is an $A>0$ such that $|f(x)-L|<\varepsilon$ for all $x$ satisfying $x<-A$.

In each of the above definitions we of course suppose that $x$ is in the domain of $f$.

Many of the theorems on limits in Section 2.2 have direct analogs for limits when $x$ tends to $\infty,+\infty$, and $-\infty$. The statements and proofs merely require that $x \rightarrow a$ be replaced by $x \rightarrow \infty, x \rightarrow+\infty$, or $x \rightarrow-\infty$. Two exceptions to this direct analogy are Theorem 2.3 (Obvious limit) and Theorem 2.7 (Limit of a composite function). For limits at infinity, a theorem on obvious limits takes the following form.

Theorem 2.14 (Obvious limit). If $f(x)=1 / x$ for all $x \neq 0$, then

$$
\lim _{x \rightarrow \infty} f(x)=0, \quad \lim _{x \rightarrow+\infty} f(x)=0, \quad \lim _{x \rightarrow-\infty} f(x)=0
$$

The next theorem replaces Theorem 2.7 on composite functions.
Theorem 2.15 (Limit of a composite function). Suppose that $f$ and $g$ are functions on $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. If $f$ is continuous at $L$ and $g(x) \rightarrow L$ as $x \rightarrow+\infty$, then

$$
\lim _{x \rightarrow+\infty} f[g(x)]=f(L)
$$

Remarks. (i) Theorem 2.15 may also be stated with $x \rightarrow-\infty$ or $x \rightarrow \infty$. Similarly, every theorem in Section 2.2 has three analogs according as $x \rightarrow \infty$, $x \rightarrow+\infty$, or $x \rightarrow-\infty$. (ii) The proofs of Theorems 2.14 and 2.15 follow the pattern of the proofs of Theorems 2.3 and 2.7, respectively.

Referring to Figure 2.5 and the function $f: x \rightarrow x /(x+1), x \neq-1$, we see that $f$ increases without bound as $x$ tends to -1 from the left. Also, $f$ decreases without bound as $x$ tends to -1 from the right. We say that $f$ has an infinite limit as $x$ tends to -1 ; a more precise statement is given in the next definition.

Definitions. A function $f$ becomes infinite as $x \rightarrow a$ if and only if for each number $A>0$ there is a number $\delta>0$ such that $|f(x)|>A$ for all $x$ satisfying $0<|x-a|<\delta$. We write $f(x) \rightarrow \infty$ as $x \rightarrow a$ for this limit. We also use the symbols

$$
\lim _{x \rightarrow a} f(x)=\infty
$$

and $\lim _{x \rightarrow a} f(x)=\infty$ although we must remember that infinity is not a number and the usual rules of algebra do not apply.

If $f$ is defined only on one side of a number $a$ rather than in a deleted interval containing $a$, we may define a one-sided infinite limit. A function $f$ becomes infinite as $x \rightarrow a^{+}$if and only if for each number $A>0$ there is a number $\delta>0$ such that $|f(x)|>A$ for all $x$ satisfying $0<x-a<\delta$. An infinite limit from the left is defined similarly. Various other possibilities may
occur. For example, the function $f: x \rightarrow 1 /(x-1)^{2}$ has the property that $f \rightarrow+\infty$ as $x \rightarrow 1$. In such a case $f$ has a positive infinite limit as $x \rightarrow 1$. Similarly, a function may have a negative infinite limit, and it may have both positive and negative one-sided infinite limits. Symbols for these limits are

$$
\begin{array}{lll}
\lim _{x \rightarrow a} f(x)=+\infty, & \lim _{x \rightarrow a} f(x)=-\infty, & \lim _{x \rightarrow a^{+}} f(x)=+\infty, \\
\lim _{x \rightarrow a^{+}} f(x)=-\infty, & \lim _{x \rightarrow a^{-}} f(x)=+\infty, & \lim _{x \rightarrow a^{-}} f(x)=-\infty
\end{array}
$$

The theorems on limits in Section 2.2 have analogs for infinite limits which in most cases are the same as for finite limits. However, there are differences and some of these are exhibited in the following theorems.

Theorem 2.16 (Uniqueness of limits). If a function $f$ on $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$, becomes infinite as $x \rightarrow a$, then $f$ does not tend to a finite limit as $x \rightarrow a$.

Proof. Suppose that $f \rightarrow \infty$ and $f \rightarrow L$, a finite number, as $x \rightarrow a$. We shall reach a contradiction. Since $f(x) \rightarrow L$, the definition of limit with $\varepsilon=1$ asserts that there is a $\delta>0$ such that $f(x)$ is defined for $0<|x-a|<\delta$ and

$$
|f(x)-L|<1 \quad \text { for } \quad 0<|x-a|<\delta
$$

Therefore $-1+L<f(x)<1+L$, which implies that $|f(x)|<1+|L|$ for $0<|x-a|<\delta$. Now, since $f(x) \rightarrow \infty$ as $x \rightarrow a$, it follows that for any number $A>1+|L|$ there is a $\delta_{1}$ such that $f(x)$ is defined for $0<|x-a|<\delta_{1}$ and

$$
|f(x)|>A \quad \text { for } \quad 0<|x-a|<\delta_{1}
$$

Thus for any value $\bar{x}(\neq a)$ closer to $a$ than both $\delta$ and $\delta_{1}$ we have the impossible situation: $1+|L|<A<|f(\bar{x})|<1+|L|$.

Remark. The statement and proof of Theorem 2.16 with $+\infty$ or $-\infty$ instead of $\infty$ and with one-sided limits instead of the two-sided limit require only simple modifications.

The analog of Theorems 2.7 and 2.15 on the limit of a composite function takes a somewhat different form for infinite limits.

Theorem 2.17 (Limit of a composite function). Suppose that

$$
\lim _{x \rightarrow \infty} f(x)=L \quad \text { and } \quad \lim _{x \rightarrow a} g(x)=\infty
$$

Then

$$
\lim _{x \rightarrow a} f[g(x)]=L
$$

The proof is left to the reader.
Remarks. There are many variants to Theorem 2.17 in which $\infty$ may be replaced by $+\infty$ or $-\infty$. Also, one-sided limits may be used so that $x \rightarrow a^{+}$ or $a^{-}$. Additional theorems may be stated with $L$ replaced by $\infty,+\infty$, or $-\infty$.

In all these theorems care must be used to ensure that the composite function $f[g]$ is actually defined on an appropriate domain. The following variant of Theorem 2.17 illustrates this point.

Theorem 2.17(a). Suppose that

$$
\lim _{x \rightarrow a} f(x)=\infty \quad \text { and } \quad \lim _{x \rightarrow-\infty} g(x)=a .
$$

Suppose that for some positive number $M$, we have

$$
g(x) \neq a \quad \text { for } \quad x<-M .
$$

Then

$$
\lim _{x \rightarrow-\infty} f[g(x)]=\infty
$$

Remarks. (i) If $g(x)=a$, then $f[g(x)]$ may not be defined since $f(a)$ may not exist. Hence we require that as $x$ "nears" $-\infty$, the range of $g$ shall eventually exclude the number $a$. (ii) An example of functions $f$ and $g$ for which Theorem 2.17(a) does not apply because the hypotheses on $f$ and $g$ are not met is given by

$$
f(x)=\frac{1}{x}, \quad g(x)=\frac{1}{x} \sin x, \quad x \neq 0 .
$$

Then

$$
f[g(x)]=\frac{x}{\sin x}, \quad \lim _{x \rightarrow 0} f(x)=\infty, \quad \lim _{x \rightarrow-\infty} g(x)=0 .
$$

The function $f[g]$ is not defined for $x=-n \pi, n=1,2, \ldots$. Consequently, we cannot say that $|f[g(x)]|$ is large for all $x$ less than some given number $-M$.

Example 1. Given the function

$$
f: x \rightarrow \frac{1}{x} \cos \frac{1}{x}
$$

decide whether or not $f$ tends to a limit as $x$ tends to 0 .
Solution. For the values $x_{n}=1 / 2 n \pi, n=1,2, \ldots$, we have $f\left(x_{n}\right)=2 n \pi$, while for $x_{n}^{\prime}=1 /((\pi / 2)+2 n \pi)$, we have $f\left(x_{n}^{\prime}\right)=0$. Hence there are certain values, $x_{n}$, tending to zero as $n \rightarrow \infty$ at which $f$ grows without bound, while on other values, $x_{n}^{\prime}$, also tending to zero, at which the function $f$ always has the value zero. Therefore (see Theorem 2.20 below) $f$ has no limit as $x \rightarrow 0$. See Figure 2.6.

Example 2. Given the function

$$
f: x \rightarrow \frac{\sqrt{x^{2}+2 x+4}}{2 x+3}
$$

evaluate $\lim _{x \rightarrow+\infty} f(x)$ and $\lim _{x \rightarrow-\infty} f(x)$. Give a reason for each step.


Figure 2.6. $y=(1 / x) \cos (1 / x)$.

Solution. For $x>0$, division of numerator and denominator by $x$ yields

$$
f(x)=\frac{\sqrt{x^{2}+2 x+4}}{2 x+3}=\frac{\sqrt{1+2\left(\frac{1}{x}\right)+4\left(\frac{1}{x^{2}}\right)}}{2+3\left(\frac{1}{x}\right)}
$$

We now employ the theorems on limit of a constant, obvious limit, and the limits of a sum and product to obtain

$$
\begin{aligned}
\lim _{x \rightarrow+\infty}\left[1+2 \cdot \frac{1}{x}+4\left(\frac{1}{x^{2}}\right)\right]= & \lim _{x \rightarrow+\infty} 1+\lim _{x \rightarrow+\infty} 2 \cdot \lim _{x \rightarrow+\infty} \frac{1}{x} \\
& +\lim _{x \rightarrow+\infty} 4 \cdot \lim _{x \rightarrow+\infty}\left(\frac{1}{x^{2}}\right) \\
= & 1+2 \cdot 0+4 \cdot 0 \\
= & 1
\end{aligned}
$$

also

$$
\lim _{x \rightarrow+\infty}\left(2+3\left(\frac{1}{x}\right)\right)=2
$$

Now, using the theorem on the limit of composite functions, we find

$$
\lim _{x \rightarrow+\infty} \sqrt{1+2\left(\frac{1}{x}\right)+4\left(\frac{1}{x^{2}}\right)}=\sqrt{1}=1
$$

Therefore, $\lim _{x \rightarrow+\infty} f(x)=\frac{1}{2}$ by the theorem on the limit of a quotient. For $x<0$, care must be exercised in rewriting the algebraic expression for $f$. Division by $x$ in the numerator and denominator yields

$$
\begin{aligned}
f(x)=\frac{\sqrt{x^{2}+2 x+4}}{2 x+3} & =\frac{-\sqrt{\frac{1}{x^{2}}}}{\frac{1}{x^{2}+2 x+4}} \frac{2 x+3}{x} \\
& =-\frac{\sqrt{1+2\left(\frac{1}{x}\right)+4\left(\frac{1}{x^{2}}\right)}}{2+3\left(\frac{1}{x}\right)}
\end{aligned}
$$

Now, proceeding as in the case for positive values of $x$, we obtain

$$
\lim _{x \rightarrow-\infty} f(x)=-\frac{1}{2}
$$

The theorems on the limit of sums, products, and quotients of functions require special treatment when one or more of the functions has an infinite limit or when the limit of a function appearing in a denominator is zero. For example, the following theorem on the limit of a quotient shows the special hypotheses which are needed.

Theorem 2.18. Suppose that

$$
\lim _{x \rightarrow a} f(x)=L, \quad L \neq 0
$$

and

$$
\lim _{x \rightarrow a} g(x)=0 .
$$

If there is a number $\delta$ such that $g(x) \neq 0$ for $0<|x-a|<\delta$, then

$$
\lim _{x \rightarrow a} \frac{f(x)}{g(x)}=\infty .
$$

The proof is left to the reader.
Remarks. (i) The hypothesis $g(x) \neq 0$ in a neighborhood of $a$ is needed in order that $f / g$ be defined for $0<|x-a|<\delta$. (ii) Variations of Theorem 2.18 are many. The number $L$ may be replaced by $\infty$ without changing the conclusion. One-sided limits may be considered. If for example, $f \rightarrow+\infty$ and $g \rightarrow 0^{+}$, then we can conclude that $f / g \rightarrow+\infty$.

In the case of the limit of the sum of two functions, the appropriate theorem states that if

$$
\lim _{x \rightarrow a} f(x)=L, \quad \lim _{x \rightarrow a} g(x)=\infty
$$

then

$$
\lim _{x \rightarrow a}[f(x)+g(x)]=\infty
$$

If both $f$ and $g$ tend to infinity as $x$ tends to $a$, no conclusion can be drawn without a more detailed examination of the functions $f$ and $g$. We must bear in mind that $\infty$ cannot be treated as a number. However, we do have the "rules"

$$
+\infty+(+\infty)=+\infty \quad \text { and } \quad-\infty+(-\infty)=-\infty .
$$

In the case of the limit of a product, if $f(x) \rightarrow L, L \neq 0$ and $g(x) \rightarrow \infty$, as $x \rightarrow a$, then $f(x) g(x) \rightarrow \infty$ as $x \rightarrow a$. However, if $L=0$, no conclusion can be drawn without a closer investigation of the functions $f$ and $g$.

## Problems

In each of Problems 1 through 10 evaluate the limit or conclude that the function tends to $\infty,+\infty$ or $-\infty$.

1. $\lim _{x \rightarrow \infty}\left(x^{2}-2 x+3\right) /\left(x^{3}+4\right)$
2. $\lim _{x \rightarrow \infty}\left(2 x^{2}+3 x+4\right) /\left(x^{2}-2 x+3\right)$
3. $\lim _{x \rightarrow \infty}\left(x^{4}-2 x^{2}+6\right) /\left(x^{2}+7\right)$
4. $\lim _{x \rightarrow+\infty}\left(x-\sqrt{x^{2}-a^{2}}\right)$
5. $\lim _{x \rightarrow-\infty}\left(x-\sqrt{x^{2}-a^{2}}\right)$
6. $\lim _{x \rightarrow 1^{+}}(x-1) / \sqrt{x^{2}-1}$
7. $\lim _{x \rightarrow 1^{-}} \sqrt{1-x^{2}} /(1-x)$
8. $\lim _{x \rightarrow+\infty}\left(x^{2}+1\right) / x^{3 / 2}$
9. $\lim _{x \rightarrow 2^{-}} \sqrt{4-x^{2}} / \sqrt{6-5 x+x^{2}}$
10. $\lim _{x \rightarrow+\infty}\left(\sqrt{x^{2}+2 x}-x\right)$
11. Prove Theorem 2.14.
12. Prove Theorem 2.15.
13. State and prove an analog to Theorem 2.15 with $x \rightarrow-\infty$ instead of $x \rightarrow+\infty$.
14. State and prove an analog to Theorem 2.16 for one-sided limits from the right (i.e., $x \rightarrow a^{+}$instead of $x \rightarrow a$ ).
15. Prove Theorem 2.17. 16. Prove Theorem 2.17(a).
16. Suppose $f(x) \rightarrow+\infty$ and $g(x) \rightarrow-\infty$ as $x \rightarrow+\infty$. Find examples of functions $f$ and $g$ with these properties and such that
(a) $\lim _{x \rightarrow+\infty}[f(x)+g(x)]=+\infty$
(b) $\lim _{x \rightarrow+\infty}[f(x)+g(x)]=-\infty$
(c) $\lim _{x \rightarrow+\infty}[f(x)+g(x)]=A, A$ an arbitrary real number
17. Find the values of $p$, if any, for which the following limits exist.
(a) $\lim _{x \rightarrow 0^{+}} x^{p} \sin (1 / x)$
(b) $\lim _{x \rightarrow+\infty} x^{p} \sin (1 / x)$
(c) $\lim _{x \rightarrow-\infty}|x|^{p} \sin (1 / x)$
18. State and prove an analog of Theorem 2.9 for the case when $x \rightarrow+\infty$ (instead of $x \rightarrow a$ ).
19. State and prove an analog of Theorem 2.10 (Sandwiching theorem) for the case when $x \rightarrow-\infty$ (instead of $x \rightarrow a$ ).
20. Prove Theorem 2.18.

### 2.5. Limits of Sequences

An infinite sequence may or may not tend to a limit. When an infinite sequence does tend to a limit, the rules of operation are similar to those given in Section 2.2 for limits of functions.

Definition. Given the infinite sequence of numbers $x_{1}, x_{2}, \ldots, x_{n}, \ldots$, we say that $\left\{x_{n}\right\}$ tends to $L$ as $n$ tends to infinity if and only if for each $\varepsilon>0$ there is a natural number $N$ such that $\left|x_{n}-L\right|<\varepsilon$ for all $n>N$. We also write $x_{n} \rightarrow L$ as $n \rightarrow \infty$ and $^{4}$ we say that the sequence $\left\{x_{n}\right\}$ has $L$ as a limit. The notation

$$
\lim _{n \rightarrow \infty} x_{n}=L
$$

or $\lim _{n \rightarrow \infty} x_{n}=L$ will be used. If the sequence $\left\{x_{n}\right\}$ increases without bound as $n$ tends to infinity, the symbol $x_{n} \rightarrow+\infty$ as $n \rightarrow \infty$ is used; similarly if it decreases without bound, we write $x_{n} \rightarrow-\infty$ as $n \rightarrow \infty$.

For many problems it is important to study the behavior of a function $f$ on a specific sequence of numbers in the domain of $f$. For this purpose, almost all the theorems on limits in Section 2.2 may be used if they are interpreted appropriately. For example, the theorem on the limit of the sum of functions may be stated as follows:

Theorem 2.19 (Limit of a sum). Suppose that $x_{n} \rightarrow a$ and $y_{n} \rightarrow b$ as $n \rightarrow \infty$. Then $x_{n}+y_{n} \rightarrow a+b$ as $n \rightarrow \infty$.

The theorems on the limit of a constant, limit of equal functions, limit of a product, limit of a quotient, limit of inequalities, and Sandwiching theorem have corresponding statements for sequences.

A variation of the theorem on composite functions, Theorem 2.7, leads to the next result which we state without proof.

Theorem 2.20. Suppose that $f$ is continuous at a and that $x_{n} \rightarrow a$ as $n \rightarrow \infty$. Then there is an integer $N$ such that $f\left(x_{n}\right)$ is defined for all integers $n>N$; furthermore, $f\left(x_{n}\right) \rightarrow f(a)$ as $n \rightarrow \infty$.

Example. Given the function

$$
f: x \rightarrow \begin{cases}\frac{1}{x} \sin \frac{1}{x}, & x \neq 0 \\ 0, & x=0\end{cases}
$$

[^7]and the sequences
\[

$$
\begin{array}{ll}
x_{n}=1 / n \pi, & n=1,2, \ldots \\
y_{n}=1 /\left(2 n+\frac{1}{2}\right) \pi, & n=1,2, \ldots \\
z_{n}=1 /\left(2 n+\frac{3}{2}\right) \pi, & n=1,2, \ldots,
\end{array}
$$
\]

find the limits of $f\left(x_{n}\right), f\left(y_{n}\right)$, and $f\left(z_{n}\right)$ as $n \rightarrow \infty$.
Solution. Since $\sin n \pi=0, n=1,2, \ldots$, we have $f\left(x_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Also,

$$
f\left(y_{n}\right)=\left(2 n+\frac{1}{2}\right) \pi \sin \left(2 n+\frac{1}{2}\right) \pi=\left(2 n+\frac{1}{2}\right) \pi \rightarrow+\infty \quad \text { as } \quad n \rightarrow \infty,
$$

and

$$
f\left(z_{n}\right)=\left(2 n+\frac{3}{2}\right) \pi \sin \left(2 n+\frac{3}{2}\right) \pi=-\left(2 n+\frac{3}{2}\right) \pi \rightarrow-\infty \quad \text { as } \quad n \rightarrow \infty .
$$

Observing that $x_{n}, y_{n}$, and $z_{n}$ all tend to 0 as $n \rightarrow \infty$, we note that $f(x)$ cannot tend to a limit as $x \rightarrow 0$.

The axioms for a field given in Section 1.1 do not describe the real number system completely. Even when an order is introduced such as with Axiom I (Section 1.3) the real numbers are not uniquely described. For example, the collection of rational numbers satisfies both the axioms for a field and the order axiom. However, there is another difficulty. If $x_{n}$ is a sequence of numbers with the property that $x_{n}>n$ for every natural number $n$, then we would expect that $x_{n} \rightarrow+\infty$ as $n \rightarrow \infty$. It is actually the case that there are ordered fields (i.e., fields which satisfy Axiom I) which do not have the property just stated. Such fields are called non-Archimedean. ${ }^{5}$

The next axiom, when added to those of Chapter 1, serves to describe the real number system uniquely. ${ }^{6}$

Axiom C (Axiom of continuity). Suppose that an infinite sequence $x_{1}, x_{2}, \ldots$, $x_{n}, \ldots$ is such that $x_{n+1} \geqslant x_{n}$ for all $n$, and there is a number $M$ such that $x_{n} \leqslant M$ for all $n$. Then there is a number $L \leqslant M$ such that $x_{n} \rightarrow L$ as $n \rightarrow \infty$ and $x_{n} \leqslant L$ for all $n$.

The situation is shown in Figure 2.7. If we plot the numbers $x_{n}$ on a horizontal line, the corresponding points move steadily to the right as $n$

[^8]

Figure 2.7. $x_{n}$ tends to $L$ as $n \rightarrow \infty$.
increases. It is geometrically evident that they must cluster at some value such as $L$ which cannot exceed the number $M$.

Remark. If a sequence $\left\{y_{n}\right\}$ has the properties: $y_{n+1} \leqslant y_{n}$ for all $n$ and $y_{n} \geqslant M$ for all $n$, we can conclude that there is a number $L \geqslant M$ such that $y_{n} \rightarrow L$ as $n \rightarrow \infty$ and $y_{n} \geqslant L$ for all $n$. To see this define $x_{n}=-y_{n}$, observe that $x_{n} \leqslant$ $x_{n+1}, x_{n} \leqslant-M$ for all $n$, and apply Axiom $C$ to the sequence $\left\{x_{n}\right\}$.

By means of Axiom $\mathbf{C}$ we can establish the following simple result.

## Theorem 2.21

(a) There is no real number $M$ which exceeds all positive integers.
(b) If $x_{n} \geqslant n$ for every positive integer $n$, then $x_{n} \rightarrow+\infty$ as $n \rightarrow \infty$.
(c) $\lim _{n \rightarrow \infty}(1 / n)=0$.

Proof
(a) Let $x_{n}=n$ and suppose there is a number $M$ such that $M \geqslant x_{n}$ for every $n$. By Axiom C there is a number $L$ such that $x_{n} \rightarrow L$ as $n \rightarrow \infty$ and $x_{n} \leqslant L$ for all $n$. Choose $\varepsilon=1$ in the definition of limit. Then for a sufficiently large integer $N$, it follows that $L-1<x_{n}<L+1$ for all $n>N$. But $x_{N+1}=N+1$ and so $L-1<N+1<L+1$. Hence $N+2=x_{N+2}>L$ contrary to the statement $x_{n} \leqslant L$ for all $n$.
(b) Let $M$ be any positive number. From Part (a) there is an integer $N$ such that $N>M$; hence $x_{n}>M$ for all $n \geqslant N$.
(c) Let $\varepsilon>0$ be given. There is an integer $N$ such that $N>1 / \varepsilon$. Then if $n>N$, clearly $1 / n<\varepsilon$. The result follows.

## Problems

1. Given the function $f: x \rightarrow x \cos x$.
(a) Find a sequence of numbers $\left\{x_{n}\right\}$ such that $x_{n} \rightarrow+\infty$ and $f\left(x_{n}\right) \rightarrow 0$.
(b) Find a sequence of numbers $\left\{y_{n}\right\}$ such that $y_{n} \rightarrow+\infty$ and $f\left(y_{n}\right) \rightarrow+\infty$.
(c) Find a sequence of numbers $\left\{z_{n}\right\}$ such that $z_{n} \rightarrow+\infty$ and $f\left(z_{n}\right) \rightarrow-\infty$.
2. Prove Theorem 2.19.
3. If $a$ is any number greater than 1 and $n$ is a positive integer greater than 1 , show that $a^{n}>1+n(a-1)$.
4. If $a>1$, show that $a^{n} \rightarrow+\infty$ as $n \rightarrow \infty$.
5. Prove Theorem 2.20.
6. If $-1<a<1$, show that $a^{n} \rightarrow 0$ as $n \rightarrow \infty$.
7. Suppose that $-1<a<1$. Define

$$
s_{n}=b\left(1+a+a^{2}+\cdots+a^{n-1}\right)
$$

Show that $\lim _{n \rightarrow \infty} s_{n}=b /(1-a)$.
8. Consider all rational expressions of the form

$$
\frac{a_{0} x^{m}+a_{1} x^{m-1}+\cdots+a_{m-1} x+a_{m}}{b_{0} x^{n}+b_{1} x^{n-1}+\cdots+b_{n-1} x+b_{n}}
$$

in which $m$ and $n$ are nonnegative integers. We choose $b_{0}=1$ always, and assume that such fractions are reduced to their lowest terms. Show that by selecting $0 / 1$ as the "zero" and $1 / 1$ as the "unit," and by using the ordinary rules of algebra for addition, subtraction, multiplication, and division, the totality of such rational expressions satisfy the axioms for a field.
9. We say a rational expression of the type described in Problem 8 is positive whenever $a_{0}>0$. Show that with this definition, the rational expressions in Problem 8 satisfy Axiom I of Chapter 1.
10. Using the definition of order given in Problem 9, show that there is a rational expression which is larger than every positive integer $n / 1$. Hence conclude that the ordered field of rational expressions is non-Archimedean.

In Problems 11 through 15 evaluate each of the limits or conclude that the given expression tends to $\infty,+\infty$, or $-\infty$.
11. $\lim _{n \rightarrow \infty}\left(n^{2}+2 n-1\right) /\left(n^{2}-3 n+2\right)$
12. $\lim _{n \rightarrow \infty}\left(n^{3}+4 n-1\right) /\left(2 n^{2}+n+5\right)$
13. $\lim _{n \rightarrow \infty}(n+(1 / n)) /\left(2 n^{2}-3 n\right)$
14. $\lim _{n \rightarrow \infty} \sqrt{n^{3}+2 n-1} / \sqrt[3]{n^{2}+4 n-2}$
15. $\lim _{n \rightarrow \infty}[3+\sin (n)] n$
16. Suppose that $x_{n} \leqslant y_{n} \leqslant z_{n}$ for each $n$ and suppose that $x_{n} \rightarrow L$ and $z_{n} \rightarrow L$ as $n \rightarrow \infty$. Then $y_{n} \rightarrow L$ as $n \rightarrow \infty$.

## CHAPTER 3

## Basic Properties of Functions on $\mathbb{R}^{1}$

### 3.1. The Intermediate-Value Theorem

The proofs of many theorems of calculus require a knowledge of the basic properties of continuous functions. In this section we establish the Inter-mediate-value theorem, an essential tool used in the proofs of the Fundamental theorem of calculus and the Mean-value theorem.

Theorem 3.1 (Nested intervals theorem). Suppose that

$$
I_{n}=\left\{x: a_{n} \leqslant x \leqslant b_{n}\right\}, \quad n=1,2, \ldots,
$$

is a sequence of closed intervals such that $I_{n+1} \subset I_{n}$ for each $n$. If $\lim _{n \rightarrow \infty}\left(b_{n}-a_{n}\right)=0$, then there is one and only one number $x_{0}$ which is in every $I_{n}$.

Proof. By hypothesis, we have $a_{n} \leqslant a_{n+1}$ and $b_{n+1} \leqslant b_{n}$. Since $a_{n}<b_{n}$ for every $n$, the sequence $\left\{a_{n}\right\}$ is nondecreasing and bounded from above by $b_{1}$ (see Figure 3.1). Similarly, the sequence $b_{n}$ is nonincreasing and bounded from below by $a_{1}$. Using Axiom C , we conclude that there are numbers $x_{0}$ and $x_{0}^{\prime}$ such that $a_{n} \rightarrow x_{0}, a_{n} \leqslant x_{0}$, and $b_{n} \rightarrow x_{0}^{\prime}, b_{n} \geqslant x_{0}^{\prime}$, as $n \rightarrow \infty$. Using the fact that $b_{n}-a_{n} \rightarrow 0$ as $n \rightarrow \infty$, we find that $x_{0}=x_{0}^{\prime}$ and

$$
a_{n} \leqslant x_{0} \leqslant b_{n}
$$

for every $n$. Thus $x_{0}$ is in every $I_{n}$.
To show that $x_{0}$ is the only number in every $I_{n}$, suppose there is another number $x_{1}$ also in every $I_{n}$. Define $\varepsilon=\left|x_{1}-x_{0}\right|$. Now, since $a_{n} \rightarrow x_{0}$ and $b_{n} \rightarrow x_{0}$, there is an integer $N_{1}$ such that $a_{N_{1}}>x_{0}-\varepsilon$; also there is an integer $N_{2}$ such that $b_{N_{2}}<x_{0}+\varepsilon$. These inequalities imply that $I_{n}$ cannot contain $x_{1}$ for any $n$ beyond $N_{1}$ and $N_{2}$. Thus $x_{1}$ is not in every $I_{n}$.


Figure 3.1. Nested intervals.

Remarks. The hypothesis that each $I_{n}$ is closed is essential. The sequence of half-open intervals

$$
I_{n}=\left\{x: 0<x \leqslant \frac{1}{n}\right\}
$$

has the property that $I_{n+1} \subset I_{n}$ for every $n$. Since no $I_{n}$ contains 0 , any number $x_{0}$ in all the $I_{n}$ must be positive. But then by choosing $N>1 / x_{0}$, we see that $x_{0}$ cannot belong to $I_{N}=\{x: 0<x \leqslant 1 / N\}$. Although the intervals $I_{n}$ are nested, they have no point in common.

Before proving the main theorem, we prove the following result which we shall use often in this chapter:

Theorem 3.2. Suppose $f$ is continuous on $[a, b], x_{n} \in[a, b]$ for each $n$, and $x_{n} \rightarrow x_{0}$. Then $x_{0} \in[a, b]$ and $f\left(x_{n}\right) \rightarrow f\left(x_{0}\right)$.

Proof. Since $x_{n} \geqslant a$ for each $n$, it follows from the theorem on the limit of inequalities for sequences that $x_{0} \geqslant a$. Similarly, $x_{0} \leqslant b$ so $x_{0} \in[a, b]$. If $a<x_{0}<b$, then $f\left(x_{n}\right) \rightarrow f\left(x_{0}\right)$ on account of the composite function theorem (Theorem 2.7). The same conclusion holds if $x_{0}=a$ or $b$. A detailed proof of the last sentence is left to the reader.

We now establish the main theorem of this section.

Theorem 3.3 (Intermediate-value theorem). Suppose $f$ is continuous on $[a, b]$, $c \in \mathbb{R}^{1}, f(a)<c$, and $f(b)>c$. Then there is at least one number $x_{0}$ on $[a, b]$ such that $f\left(x_{0}\right)=c$.

Remark. There may be more than one as indicated in Figure 3.2.
Proof. Define $a_{1}=a$ and $b_{1}=b$. Then observe that $f\left(\left(a_{1}+b_{1}\right) / 2\right)$ is either equal to $c$, greater than $c$ or less than $c$. If it equals $c$, choose $x_{0}=\left(a_{1}+b_{1}\right) / 2$ and the result is proved. If $f\left(\left(a_{1}+b_{1}\right) / 2\right)>c$, then define $a_{2}=a_{1}$ and $b_{2}=$ $\left(a_{1}+b_{1}\right) / 2$. If $f\left(\left(a_{1}+b_{1}\right) / 2\right)<c$, then define $a_{2}=\left(\left(a_{1}+b_{1}\right) / 2\right)$ and $b_{2}=b_{1}$.

In each of the two last cases we have $f\left(a_{2}\right)<c$ and $f\left(b_{2}\right)>c$. Again compute $f\left(\left(a_{2}+b_{2}\right) / 2\right)$. If this value equals $c$, the result is proved. If $f\left(\left(a_{2}+b_{2}\right) / 2\right)>$ $c$ set $a_{3}=a_{2}$ and $b_{3}=\left(a_{2}+b_{2}\right) / 2$. If $f\left(\left(a_{2}+b_{2}\right) / 2\right)<c$, set $a_{3}=\left(a_{2}+b_{2}\right) / 2$ and $b_{3}=b_{2}$.

Continuing in this way, we either find a solution in a finite number of steps or we find a sequence $\left\{\left[a_{n}, b_{n}\right]\right\}$ of closed intervals each of which is one of the


Figure 3.2. Illustrating the Intermediate-value theorem.
two halves of the preceding one, and for which we have

$$
\begin{gather*}
b_{n}-a_{n}=\left(b_{1}-a_{1}\right) / 2^{n-1} \\
f\left(a_{n}\right)<c, \quad f\left(b_{n}\right)>c \quad \text { for each } \quad n . \tag{3.1}
\end{gather*}
$$

From the Nested intervals theorem it follows that there is a unique point $x_{0}$ in all these intervals and

$$
\lim _{n \rightarrow \infty} a_{n}=x_{0} \quad \text { and } \quad \lim _{n \rightarrow \infty} b_{n}=x_{0}
$$

From Theorem 3.2, we conclude that

$$
f\left(a_{n}\right) \rightarrow f\left(x_{0}\right) \quad \text { and } \quad f\left(b_{n}\right) \rightarrow f\left(x_{0}\right) .
$$

From Inequalities (3.1) and the limit of inequalities it follows that $f\left(x_{0}\right) \leqslant c$ and $f\left(x_{0}\right) \geqslant c$ so that $f\left(x_{0}\right)=c$.

## Problems

*1. Given the function

$$
f: x \rightarrow \begin{cases}1 & \text { if } x \text { is rational } \\ 0 & \text { if } x \text { is irrational. }\end{cases}
$$

(a) Show that $f$ is not continuous at any $x_{0}$.
(b) If $g$ is a function with domain all of $\mathbb{R}^{1}$, if $g(x)=1$ if $x$ is rational, and if $g$ is continuous for all $x$, show that $g(x) \equiv 1$ for $x \in \mathbb{R}^{1}$.
2. Let $f: x \rightarrow a_{m} x^{m}+a_{m-1} x^{m-1}+\cdots+a_{1} x+a_{0}$ be a polynomial of odd degree.
(a) Use the Intermediate-value theorem to show that the equation $f(x)=0$ has at least one root.
(b) Show that the range of $f$ is $\mathbb{R}^{1}$.
3. Let $f: x \rightarrow a_{m} x^{m}+a_{m-1} x^{m-1}+\cdots+a_{1} x+a_{0}$ be a polynomial of even degree. If $a_{m} a_{0}<0$ show that the equation $f(x)=0$ has at least two real roots.
4. Prove the last sentence of Theorem 3.2.
*5. A function $f$ defined on an interval $I=\{x: a \leqslant x \leqslant b\}$ is called increasing $\Leftrightarrow$ $f\left(x_{1}\right)>f\left(x_{2}\right)$ whenever $x_{1}>x_{2}$ where $x_{1}, x_{2} \in I$. Suppose that $f$ has the inter-mediate-value property: that is, for each number $c$ between $f(a)$ and $f(b)$ there is an $x_{0} \in I$ such that $f\left(x_{0}\right)=c$. Show that a function $f$ which is increasing and has the intermediate-value property must be continuous.
6. Give an example of a function which is continuous on $[0,1]$ except at $x=\frac{1}{2}$ and for which the Intermediate value-theorem does not hold.
7. Give an example of a nonconstant continuous function for which Theorem 3.3 holds and such that there are infinitely many values $x_{0}$ where $f\left(x_{0}\right)=c$.

### 3.2. Least Upper Bound; Greatest Lower Bound

In this section we prove an important principle about real numbers which is often taken as an axiom in place of Axiom C. We shall show, in fact, that we can prove Axiom C using this principle (and the other axioms of real numbers).

Definitions. A set $S$ of real numbers has the upper bound $M$ if and only if $x \leqslant M$ for every number $x$ in $S$; we also say that the set $S$ is bounded above by $M$. The set $S$ has the lower bound $m$ if and only if $x \geqslant m$ for every number $x$ in $S$; we also say that $S$ is bounded below by $m$. A set $S$ is bounded if and only if $S$ has an upper and a lower bound. Suppose that $f$ is a function on $\mathbb{R}^{1}$ whose domain $D$ contains the set $S$. We denote by $\left.f\right|_{S}$ the restriction of $f$ to the set $S$; that is, $\left.f\right|_{S}$ has domain $S$ and $\left.f\right|_{S}(x)=f(x)$ for all $x$ in $S$. A function $f$ is bounded above, bounded below, or bounded, if the set $R$ consisting of the range of $f$ satisfies the corresponding condition.

The following results follow immediately from the definitions.
Theorem 3.4. $A$ set $S$ in $\mathbb{R}^{1}$ is bounded $\Leftrightarrow$ there is a number $K$ such that $|x| \leqslant K$ for each $x$ in $S$. A function $f$ is bounded above by $M$ on a set $S \Leftrightarrow f(x) \leqslant M$ for all $x$ in $S ; f$ is bounded below by $m$ on a set $S \Leftrightarrow f(x) \geqslant m$ for all $x$ in $S$. Finally, $f$ is bounded on $S \Leftrightarrow$ there is a number $K$ such that $|f(x)| \leqslant K$ for all $x$ in $S$.

For example, if we define

$$
f(x)= \begin{cases}\frac{1}{2 x}, & 0<x \leqslant 1 \\ 1, & x=0,\end{cases}
$$

then $f$ is not bounded on $S=\{x: 0 \leqslant x \leqslant 1\}$. See Figure 3.3
We now prove the fundamental principle (see Figure 3.4).


Figure 3.3

Theorem 3.5. If a nonempty set $S \subset \mathbb{R}^{1}$ has an upper bound $M$, then it has a least upper bound $U$; that is, there is a unique number $U$ which is an upper bound for $S$ but is such that no number $U^{\prime}<U$ is an upper bound for $S$. If a nonempty set has a lower bound $m$, it has a greatest lower bound $L$.

Proof. The second statement follows by applying the first to the set $S^{\prime}=\{x:-x \in S\}$. We prove the first statement using the Nested intervals theorem. If $M \in S$, then we may take $U=M$ since in this case every $x$ in $S$ is less than or equal to $U$, and if $U^{\prime}<U$, then $U^{\prime}$ is not an upper bound since $U \in S$ and $U>U^{\prime}$. If $M$ is not in $S$ let $b_{1}=M$ and choose $a_{1}$ as any point of $S$. Now either $\left(a_{1}+b_{1}\right) / 2$ is greater than every $x$ in $S$ or there is some $x$ in $S$ greater than or equal to $\left(a_{1}+b_{1}\right) / 2$. In the first case if we define $a_{2}=a_{1}$ and $b_{2}=\left(a_{1}+b_{1}\right) / 2$, then $a_{2} \in S$ and $b_{2}$ is greater than every $x$ in $S$. In the second case, choose for $a_{2}$ one of the numbers in $S$ which is greater than or equal to $\left(a_{1}+b_{1}\right) / 2$ and set $b_{2}=b_{1}$; then we again have $a_{2} \in S$ and $b_{2}$ greater than every $x$ in $S$. Continuing in this way, we define an infinite sequence $\left\{\left[a_{n}, b_{n}\right]\right\}$ of closed intervals such that

$$
\begin{equation*}
\left[a_{n+1}, b_{n+1}\right] \subset\left[a_{n}, b_{n}\right] \quad \text { and } \quad\left(b_{n+1}-a_{n+1}\right) \leqslant \frac{1}{2}\left(b_{n}-a_{n}\right) \tag{3.2}
\end{equation*}
$$

for each $n$, and so for each $n$

$$
\begin{equation*}
b_{n}-a_{n} \leqslant\left(b_{1}-a_{1}\right) / 2^{n-1}, \quad a_{n} \in S, \quad b_{n}>\text { every number in } S . \tag{3.3}
\end{equation*}
$$



Figure 3.4. $U$ is least upper bound for $S$.

From the Nested intervals theorem, it follows that there is a unique number $U$ in all these intervals and

$$
\lim _{n \rightarrow \infty} b_{n}=U, \quad \lim _{n \rightarrow \infty} a_{n}=U
$$

Let $x$ be any number in $S$. Then $x<b_{n}$ for each $n$, so that $x \leqslant U$ by the limit of inequalities. Thus $U$ is an upper bound for $S$. But now, let $U^{\prime}<U$ and let $\varepsilon=U-U^{\prime}$. Then, since $a_{n} \rightarrow U$, it follows that there is an $N$ such that $U^{\prime}=U-\varepsilon<a_{n} \leqslant U$ for all $n>N$. But, since all the $a_{n} \in S$, it is clear that $U^{\prime}$ is not an upper bound. Therefore $U$ is unique.

Definitions. The number $U$ in Theorem 3.5, the least upper bound, is also called the supremum of $S$ and is denoted by

$$
\text { l.u.b. } S \quad \text { or } \quad \sup S \text {. }
$$

The number $L$ of Theorem 3.5, the greatest lower bound, is also called the infimum of $S$ and is denoted by

$$
\text { g.l.b. } S \quad \text { or } \quad \inf S \text {. }
$$

If $f$ is a function on $\mathbb{R}^{1}$ whose domain $\mathrm{D}(f)$ contains $S$ and whose range is denoted by $\mathbf{R}(f)$, we define the least upper bound or supremum of $f$ on $S$ by

$$
\operatorname{l.u.b.~}_{s} f \equiv \sup _{s} f=\sup R\left(\left.f\right|_{s}\right) \text {. }
$$

A similar definition holds for the greatest lower bound.
Corollary. If $x_{0}$ is the largest number in $S$, that is, if $x_{0} \in S$ and $x_{0}$ is larger than every other number in $S$, then $x_{0}=\sup S$. If $S$ is not empty and $U=\sup S$, with $U$ not in $S$, then there is a sequence $\left\{x_{n}\right\}$ such that each $x_{n}$ is in $S$ and $x_{n} \rightarrow U$. Also, if $\varepsilon>0$ is given, there is an $x$ in $S$ such that $x>U-\varepsilon$. Corresponding results hold for inf $S$.

These results follow from the definitions and from the proof of Theorem 3.5.
With the help of this corollary it is possible to show that the Axiom of Continuity is a consequence of Theorem 3.5. That is, if Theorem 3.5 is taken as an axiom, then Axiom C becomes a theorem. See Problem 14 at the end of this section.

Definitions. Let $f$ have an interval $I$ of $\mathbb{R}^{1}$ as its domain and a set in $\mathbb{R}^{1}$ as its range. We say that $f$ is increasing on $I$ if and only if $f\left(x_{2}\right)>f\left(x_{1}\right)$ whenever $x_{2}>x_{1}$. The function $f$ is nondecreasing on $I$ if and only if $f\left(x_{2}\right) \geqslant f\left(x_{1}\right)$ whenever $x_{2}>x_{1}$. The function $f$ is decreasing on $I$ if and only if $f\left(x_{2}\right)<f\left(x_{1}\right)$ whenever $x_{2}>x_{1}$. The function $f$ is nonincreasing on $I$ if and only if $f\left(x_{2}\right) \leqslant$ $f\left(x_{1}\right)$ whenever $x_{2}>x_{1}$. A function which has any one of these four properties is called monotone on $I$.


Figure 3.5. A step function.
Monotone functions are not necessarily continuous, as the following step function exhibits:

$$
f: x \rightarrow n, \quad n-1 \leqslant x<n, \quad n=1,2, \ldots .
$$

See Figure 3.5. Also, monotone functions may not be bounded. The function $f: x \rightarrow 1 /(1-x)$ is monotone on the interval $I=\{x: 0 \leqslant x<1\}$, but is not bounded there.

The next two theorems on monotone functions follow from the definitions of this section. The proofs are left to the reader.

Theorem 3.6. Suppose $f$ is nondecreasing on an interval $I=\{x: a<x<b\}$ and $f(x) \leqslant M$ on $I$. Then there is a number $C \leqslant M$ such that

$$
\lim _{x \rightarrow b^{-}} f(x)=C .
$$

With the help of Theorem 3.6, we can establish the next result by considering a variety of cases.

Theorem 3.7. Suppose that $f$ is a bounded monotone function on an interval I. Then $f$ has a limit on the right and a limit on the left at each interior point* of $I$. Also, $f$ has a one-sided limit at each endpoint of I. If I extends to infinity, then $f$ tends to a limit as $x$ tends to infinity in the appropriate direction.

If a function $f$ defined on an interval $I$ is continuous on $I$, then an extension of the Intermediate-value theorem shows that the range of $f$ is an interval. In

[^9]order to establish this result (Theorem 3.9 below), we use the following characterization of an interval on $\mathbb{R}^{1}$.

Theorem 3.8. $A$ set $S$ in $\mathbb{R}^{1}$ is an interval $\Leftrightarrow$ (i) $S$ contains more than one point and (ii) for every $x_{1}, x_{2} \in S$ the number $x$ is in $S$ whenever $x \in\left(x_{1}, x_{2}\right)$.

Proof. If $S$ is an interval, then clearly the two properties hold. Therefore, we suppose (i) and (ii) hold and show that $S$ is an interval. We consider several cases.

Case 1: $S$ is bounded. Define $a=\inf S$ and $b=\sup S$. Let $x$ be an element of the open interval $(a, b)$. We shall show $x \in S$.

Since $a=\inf S$, we use the Corollary to Theorem 3.5 to assert that there is an $x_{1} \in S$ with $x_{1}<x$. Also, since $b=\sup S$, there is an $x_{2}$ in $S$ with $x_{2}>x$. Hence $x \in\left(x_{1}, x_{2}\right)$ which by (ii) of the hypothesis shows that $x \in S$. We conclude that every element of $(a, b)$ is in $S$. Thus $S$ is either a closed interval, an open interval, or a half-open interval; its endpoints are $a, b$.

Case 2: $S$ is unbounded in one direction. Assume $S$ is unbounded above and bounded below, the case of $S$ bounded above and unbounded below being similar. Let $a=\inf S$. Then $S \subset[a, \infty)$. Let $x$ be any number such that $x>a$. We shall show that $x \in S$. As in Case 1 , there is a number $x_{1} \in S$ such that $x_{1}<x$. Since $S$ has no upper bound there is an $x_{2} \in S$ such that $x_{2}>x$. Using (ii) of the hypothesis, we conclude that $x \in S$. Therefore $S=[a, \infty)$ or $S=(a, \infty)$.

The proof when $S$ is unbounded both above and below follows similar lines and is left to the reader.

We now establish a stronger form of the Intermediate-value theorem.
Theorem 3.9. Suppose that the domain of $f$ is an interval $I$ and $f$ is continuous on I. Assume that $f$ is not constant on I. Then the range of $f$, denoted by $J$, is an interval.

Proof. We shall show that $J$ has Properties (i) and (ii) of Theorem 3.8 and therefore is an interval. Since $f$ is not constant, its range must have more than one point, and Property ( i ) is established. Now let $y_{1}, y_{2} \in J$. Then there are numbers $x_{1}, x_{2} \in I$ such that $f\left(x_{1}\right)=y_{1}$ and $f\left(x_{2}\right)=y_{2}$. We may assume that $x_{1}<x_{2}$; the function $f$ is continuous on $\left[x_{1}, x_{2}\right]$ and so we may apply the Intermediate-value theorem. If $c$ is any number between $y_{1}$ and $y_{2}$, there is an $x_{0} \in\left[x_{1}, x_{2}\right]$ such that $f\left(x_{0}\right)=c$. Thus $c \in J$, and we have established Property (ii). The set $J$ is an interval.

Remarks. If $f$ is continuous on $I=\{x: a \leqslant x \leqslant b\}$, it is not necessarily the case that $J$ is determined by $f(a)$ and $f(b)$. Figure 3.6 shows that $J$ may exceed the interval $[f(a), f(b)]$. In fact $I$ may be bounded and $J$ unbounded as is


Figure 3.6
illustrated by the function $f: x \rightarrow 1 / x$ with $I=\{x: 0<x<1\}$. The range is $J=\{y: 1<y<\infty\}$. The function $f: x \rightarrow 1 /\left(1+x^{2}\right)$ with $I=\{x: 0<x<\infty\}$ and $J=\{y: 0<y<1\}$ is an example of a continuous function with an unbounded domain and a bounded range.

Consider the restriction to $[0, \infty)$ of the function $f: x \rightarrow x^{n}$ where $n$ is a positive integer. By Theorem 3.10, the range of $f$ is an interval which must be $[0, \infty)$ since $f(0)=0, f$ is increasing, and $f(x) \rightarrow+\infty$ as $x \rightarrow+\infty$. Hence, for each $x \geqslant 0$, there is at least one number $y \geqslant 0$ such that $y^{n}=x$. If $y^{\prime}>y$, then $\left(y^{\prime}\right)^{n}>y^{n}=x$. Also if $0 \leqslant y^{\prime}<y$, then $\left(y^{\prime}\right)^{n}<x$. Thus the solution $y$ is unique. We denote it by $x^{1 / n}$. Every positive number has an $n$-th root for every positive integer $n$. The function $x \rightarrow x^{1 / n}, x \geqslant 0$, can be shown to be continuous on $[0, \infty)$ by the methods of Chapter 2 (see also the Inverse function theorem, Theorem 4.19 below).

## Problems

In Problems 1 through 8 find l.u.b. $S$ and g.l.b. S. State whether or not these numbers are in $S$.

1. $S=\{x: 0<x \leqslant 3\}$
2. $S=\left\{x: x^{2}-3<0\right\}$
3. $S=\left\{x: x^{2}-2 x-3<0\right\}$
4. $S=\{y: y=x /(x+1), x \geqslant 0\}$
5. $S=\left\{s_{n}: s_{n}=\sum_{i=1}^{n}\left(1 / 2^{i}\right), n=1,2, \ldots\right\}$
6. $S=\left\{s_{n}: s_{n}=1+\sum_{i=1}^{n}\left((-1)^{i} / i!\right), n=1,2, \ldots\right\}$
7. $S=\{x: 0<x<5, \cos x=0\}$
8. $S=\left\{x:-10<x<10, \sin x=\frac{1}{2}\right\}$
9. Given that $S=\left\{s_{n}: s_{n}=1+\sum_{i=1}^{n}(1 / i!), n=1,2, \ldots\right\}$, show that $S$ has 3 as an upper bound.
10. Suppose that $B_{1}=$ l.u.b. $S_{1}, B_{2}=$ l.u.b. $S_{2}, b_{1}=$ g.l.b. $S_{1}$, and $b_{2}=$ g.l.b. $S_{2}$. If $S_{1} \subset S_{2}$ show that $B_{1} \leqslant B_{2}$ and $b_{2} \leqslant b_{1}$.
11. Suppose that $S_{1}, S_{2}, \ldots, S_{n}$ are sets in $\mathbb{R}^{1}$; and that $S=S_{1} \cup S_{2} \cup \cdots \cup S_{n}$. Define $B_{i}=\sup S_{i}$ and $b_{i}=\inf S_{i}, i=1,2, \ldots, n$.
(a) Show that $\sup S=\max \left(B_{1}, B_{2}, \ldots, B_{n}\right)$ and $\inf S=\min \left(b_{1}, b_{2}, \ldots, b_{n}\right)$.
(b) If $S$ is the union of an infinite collection of $\left\{S_{i}\right\}$, find the relation between $\inf S$, $\sup S$ and the $\left\{b_{i}\right\}$ and $\left\{B_{i}\right\}$.
12. Suppose that $S_{1}, S_{2}, \ldots, S_{n}$ are sets in $\mathbb{R}^{1}$ and that $S=S_{1} \cap S_{2} \cap \cdots \cap S_{n}$. If $S \neq \varnothing$, find a formula relating $\sup S$ and $\inf S$ in terms of the $\left\{b_{i}\right\},\left\{B_{i}\right\}$ as defined in Problem 11.
13. Prove Theorem 3.4
14. Use the Corollary to Theorem 3.5 to show that Axiom C is a consequence of Theorem 3.5. [Hint: Let $B$ be the least upper bound of the set of numbers $\left\{x_{n}\right\}$ which, as a sequence, are increasing. Then show that $x_{n} \rightarrow B$.]
15. Prove Theorem 3.6.
16. Prove Theorem 3.7.
17. Complete the proof of Theorem 3.8 by establishing the result for unbounded intervals.
18. Let $S_{1}, S_{2}$ be sets in $\mathbb{R}^{1}$. Define $S=\left\{x: x=x_{1}+x_{2}, x_{1} \in S_{1}, x_{2} \in S_{2}\right\}$. Find 1.u.b. $S$, g.l.b. $S$ in terms of 1.u.b. $S_{i}$, g.l.b. $S_{i}, i=1,2$. In particular, if $-S_{1}=\left\{x:-x \in S_{1}\right\}$, show that l.u.b. $\left(-S_{1}\right)=$ g.l.b. $S_{1}$.
19. Suppose that $S$ is the union of a finite number of closed finite intervals $I_{1}, I_{2}, \ldots$, $I_{n}$, no two of which have more than one point in common. (They may be disjoint.) Suppose that $f$ has domain $S$ and is monotone on each $I_{i}, i=1,2, \ldots, n$. Prove the result of Theorem 3.7 for any such function $f$ with domain $S$. Give two examples to show that the result is false if $S$ is the union of an infinite collection of such closed intervals; one in case $S$ is unbounded and another in case $S$ is bounded.

### 3.3. The Bolzano-Weierstrass Theorem

Suppose that

$$
\begin{equation*}
x_{1}, x_{2}, \ldots, x_{n}, \ldots \tag{3.4}
\end{equation*}
$$

is a sequence of numbers. Then the sequences $x_{1}, x_{3}, x_{5}, \ldots$ and $x_{2}, x_{5}$, $x_{8}, x_{11}, \ldots$ are examples of subsequences of (3.4). More generally, suppose that $k_{1}, k_{2}, k_{3}, \ldots k_{n}, \ldots$ is an increasing sequence of positive integers. Then we say that

$$
x_{k_{1}}, x_{k_{2}}, \ldots, x_{k_{n}}, \ldots
$$

is a subsequence of (3.4). The choice $k_{1}=1, k_{2}=3, k_{3}=5, k_{4}=7, \ldots$ gives the first example of a subsequence of (3.4) above, while $k_{1}=2, k_{2}=5, k_{3}=$ $8, \ldots$ gives the second subsequence of (3.4). To avoid double subscripts, which are cumbersome, we will frequently write $y_{1}=x_{k_{1}}, y_{2}=x_{k_{2}}, \ldots, y_{n}=x_{k_{n}}, \ldots$, in which case

$$
y_{1}, y_{2}, \ldots, y_{n}, \ldots
$$

is a subsequence of (3.4).
Remark. We easily prove by induction that if $k_{1}, k_{2}, \ldots, k_{n}, \ldots$ is an increasing sequence of positive integers, then $k_{n} \geqslant n$ for all $n$.

The sequence

$$
\begin{equation*}
x_{1}=0, x_{2}=\frac{1}{2}, x_{3}=-\frac{2}{3}, \ldots, x_{n}=(-1)^{n}\left(1-\frac{1}{n}\right), \ldots \tag{3.5}
\end{equation*}
$$

has the subsequences

$$
\begin{gathered}
0,-\frac{2}{3},-\frac{4}{5},-\frac{6}{7}, \ldots \\
\frac{1}{2}, \frac{3}{4}, \frac{5}{6}, \frac{7}{8}, \ldots
\end{gathered}
$$

which are obtained from (3.5) by taking the odd-numbered terms and the even-numbered terms, respectively. Each of these subsequences is convergent but the original sequence (3.5) is not. The notion of a convergent subsequence of a given sequence occurs frequently in problems in analysis. The BolzanoWeierstrass theorem is basic in that it establishes the existence of such convergent subsequences under very simple hypotheses on the given sequence. This theorem is a special case of a general result concerning sequences in metric spaces which we study in Chapter 6.

Theorem 3.10 (Bolzano-Weierstrass theorem). Any bounded infinite sequence of real numbers contains a convergent subsequence.

Proof. We shall use the Nested intervals theorem (Theorem 3.1). Let $\left\{x_{n}\right\}$ be a given bounded sequence. Then it is contained in some closed interval $I=\{x: a \leqslant x \leqslant b\}$. Divide $I$ into two equal subintervals by the midpoint $(a+b) / 2$. Then either the left subinterval contains an infinite number of the $\left\{x_{n}\right\}$ or the right subinterval does (or both). Denote by $I_{1}=\left\{x: a_{1} \leqslant x \leqslant b_{1}\right\}$ the closed subinterval of $I$ which contains infinitely many $\left\{x_{n}\right\}$. (If both subintervals do, choose either one.) Next, divide $I_{1}$ into two equal parts by its midpoint. Either the right subinterval or the left subinterval of $I_{1}$ contains infinitely many $\left\{x_{n}\right\}$. Denote by $I_{2}$ the closed subinterval which does. Continue this process, obtaining the sequence

$$
I_{n}=\left\{x: a_{n} \leqslant x \leqslant b_{n}\right\}, \quad n=1,2, \ldots,
$$

with the property that each $I_{n}$ contains $x_{p}$ for infinitely many values of $p$. Since $b_{n}-a_{n}=(b-a) / 2^{n} \rightarrow 0$ as $n \rightarrow \infty$, we may apply the Nested intervals theorem to obtain a unique number $x_{0}$ contained in every $I_{n}$.

We now construct a subsequence of $\left\{x_{p}\right\}$ converging to $x_{0}$. Choose $x_{k_{1}}$ to be any member of $\left\{x_{n}\right\}$ in $I_{1}$ and denote $x_{k_{1}}$ by $y_{1}$. Next choose $x_{k_{2}}$ to be any member of $\left\{x_{p}\right\}$ such that $x_{k_{2}}$ is in $I_{2}$ and such that $k_{2}>k_{1}$. We can do this because $I_{2}$ has infinitely many of the $\left\{x_{p}\right\}$. Set $x_{k_{2}}=y_{2}$. Next, choose $x_{k_{3}}$ as any member of $\left\{x_{p}\right\}$ in $I_{3}$ and such that $k_{3}>k_{2}$. We can do this because $I_{3}$ also has infinitely many of the $\left\{x_{p}\right\}$. Set $x_{k_{3}}=y_{3}$. We continue, and by induction obtain the subsequence $y_{1}, y_{2}, \ldots, y_{n}, \ldots$ By the method of selection we have

$$
a_{n} \leqslant y_{n} \leqslant b_{n}, \quad n=1,2, \ldots
$$

Since $a_{n} \rightarrow x_{0}, b_{n} \rightarrow x_{0}$, as $n \rightarrow \infty$, we can apply the Sandwiching theorem (Theorem 2.10) to conclude that $y_{n} \rightarrow x_{0}$ as $n \rightarrow \infty$.

The proof of the following theorem is left to the reader.
Theorem 3.10'. Suppose that $\left\{x_{n}\right\}$ is a convergent sequence; that is, $x_{n} \rightarrow x_{0}$ as $n \rightarrow \infty$. If $\left\{y_{n}\right\}$ is an infinite subsequence of $\left\{x_{n}\right\}$, then $y_{n} \rightarrow x_{0}$ as $n \rightarrow \infty$.

## Problems

In Problems 1 through 7 decide whether or not the given sequence converges to a limit. If it does not, find, in each case, at least one convergent subsequence. We suppose $n=1,2,3, \ldots$.

1. $x_{n}=(-1)^{n}(1-(1 / n))$
2. $x_{n}=1+\left((-1)^{n} / n\right)$
3. $x_{n}=(-1)^{n}\left(2-2^{-n}\right)$
4. $x_{n}=\sum_{i=1}^{n}\left((-1)^{i} / 2^{i}\right)$
5. $x_{n}=\sum_{j=1}^{n}(1 / j!)$
6. $x_{n}=\sin (n \pi / 2)+\cos n \pi$
7. $x_{n}=(\sin (n \pi / 3))(1-(1 / n))$
8. Prove Theorem 3.10'.
9. The sequence

$$
1 \frac{1}{2}, 2 \frac{1}{2}, 3 \frac{1}{2}, 1 \frac{1}{3}, 2 \frac{1}{3}, 3 \frac{1}{3}, 1 \frac{1}{4}, 2 \frac{1}{4}, 3 \frac{1}{4}, \ldots
$$

has subsequences which converge to the numbers 1,2 , and 3 .
(a) Write a sequence which has subsequences which converge to $N$ different numbers where $N$ is any positive integer.
(*b) Write a sequence which has subsequences which converge to infinitely many different numbers.

### 3.4. The Boundedness and Extreme-Value Theorems

In this section we establish additional basic properties of continuous functions from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. The Boundedness and Extreme-value theorems proved below are essential in the proofs of the basic theorems in differential calculus. However, the usefulness of these results, especially in the more general setting to be established in Chapter 6, extends to many branches of analysis. The Boundedness theorem shows that a function which is continuous on a closed
interval must have a bounded range. The Extreme-value theorem adds additional precise information about such functions. It states that the supremum and the infimum of the values in the range are also in the range.

Theorem 3.11 (Boundedness theorem). Suppose that the domain of $f$ is the closed interval $I=\{x: a \leqslant x \leqslant b\}$, and $f$ is continuous on $I$. Then the range of $f$ is bounded.

Proof. We shall assume the range is unbounded and reach a contradiction. Suppose for each positive integer $n$, there is an $x_{n} \in I$ such that $\left|f\left(x_{n}\right)\right|>n$. The sequence $\left\{x_{n}\right\}$ is bounded, and by the Bolzano-Weierstrass theorem, there is a convergent subsequence $y_{1}, y_{2}, \ldots, y_{n}, \ldots$, where $y_{n}=x_{k_{n}}$, which converges to an element $x_{0} \in I$. Since $f$ is continuous on $I$, we have $f\left(y_{n}\right) \rightarrow f\left(x_{0}\right)$ as $n \rightarrow \infty$. Choosing $\varepsilon=1$, we know there is an $N_{1}$ such that for $n>N_{1}$, we have

$$
\left|f\left(y_{n}\right)-f\left(x_{0}\right)\right|<1 \quad \text { whenever } \quad n>N_{1}
$$

For these $n$ it follows that

$$
\left|f\left(y_{n}\right)\right|<\left|f\left(x_{0}\right)\right|+1 \quad \text { for all } n>N_{1} .
$$

On the other hand,

$$
\left|f\left(y_{n}\right)\right|=\left|f\left(x_{k_{n}}\right)\right|>k_{n} \geqslant n \quad \text { for all } \quad n,
$$

according to the Remark in Section 3.3. Combining these results, we obtain

$$
n<\left|f\left(x_{0}\right)\right|+1 \quad \text { for all } n>N_{1} .
$$

Clearly we may choose $n$ larger than $\left|f\left(x_{0}\right)\right|+1$ which is a contradiction.
Remark. In Theorem 3.11, it is essential that the domain of $f$ is closed. The function $f: x \rightarrow 1 /(1-x)$ is continuous on the half-open interval $I=\{x: 0 \leqslant x<1\}$, but is not bounded there.

Theorem 3.12 (Extreme-value theorem). Suppose that $f$ has for its domain the closed interval $I=\{x: a \leqslant x \leqslant b\}$, and that $f$ is continuous on $I$. Then there are numbers $x_{0}$ and $x_{1}$ on I such that $f\left(x_{0}\right) \leqslant f(x) \leqslant f\left(x_{1}\right)$ for all $x \in I$. That is, $f$ takes on its maximum and minimum values on $I$.

Proof. Theorem 3.11 states that the range of $f$ is a bounded set. Define

$$
M=\sup f(x) \text { for } x \in I, \quad m=\inf f(x) \text { for } \quad x \in I .
$$

We wish to show that there are numbers $x_{0}, x_{1} \in I$ such that $f\left(x_{0}\right)=m$, $f\left(x_{1}\right)=M$. We prove the existence of $x_{1}$, the proof for $x_{0}$ being similar. Suppose that $M$ is not in the range of $f$; we shall reach a contradiction. The function $F$ with domain $I$ defined by

$$
F: x \rightarrow \frac{1}{M-f(x)}
$$

is continuous on $I$ and therefore (by Theorem 3.11) has a bounded range. Define $\bar{M}=\sup F(x)$ for $x \in I$. Then $\bar{M}>0$ and

$$
\frac{1}{M-f(x)} \leqslant \bar{M} \quad \text { or } \quad f(x) \leqslant M-\frac{1}{\bar{M}} \text { for } \quad x \in I
$$

This last inequality contradicts the statement that $M=\sup f(x)$ for $x \in I$, and hence $M$ must be in the range of $f$. There is an $x_{1} \in I$ such that $f\left(x_{1}\right)=M$.

Remark. A proof of Theorem 3.12 can be based on the Bolzano-Weierstrass theorem. In such a proof we select a sequence $\left\{y_{n}\right\}$ in the range of $f$ which tends to $M$; this can be done according to the Corollary to Theorem 3.5. The reader may complete the argument (see Problem 2 at the end of Section 3.5).

The conclusion of Theorem 3.12 is false if the interval $I$ is not closed. The function $f: x \rightarrow x^{2}$ is continuous on the half-open interval $I=\{x: 0 \leqslant x<1\}$, but does not achieve a maximum value there. Note that $f$ is also continuous on the closed interval $I_{1}=\{x: 0 \leqslant x \leqslant 1\}$ and its maximum on this interval occurs at $x=1$; Theorem 3.12 applies in this situation.

Theorem 3.12 asserts the existence of at least one value $x_{1}$ and one value $x_{0}$ where the maximum and minimum are achieved. It may well happen that these maxima and minima are taken on at many points of $I$.

### 3.5. Uniform Continuity

In the definition of continuity of a function $f$ at a point $x_{0}$, it is necessary to obtain a number $\delta$ for each positive number $\varepsilon$ prescribed in advance (see Section 2.1). The number $\delta$ which naturally depends on $\varepsilon$ also depends on the particular value $x_{0}$. Under certain circumstances it may happen that the same value $\delta$ may be chosen for all points $x$ in the domain. Then we say that $f$ is uniformly continuous.

Definition. A function $f$ with domain $S$ is said to be uniformly continuous on $S$ if and only if for every $\varepsilon>0$ there is a $\delta>0$ such that

$$
\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right|<\varepsilon \quad \text { whenever } \quad\left|x_{1}-x_{2}\right|<\delta
$$

and $x_{1}, x_{2}$ are in $S$. The important condition of uniform continuity states that the same value of $\delta$ holds for all $x_{1}, x_{2}$ in $S$.

Among the properties of continuous functions used in proving the basic theorems of integral calculus, that of uniform continuity plays a central role. The principal result of this section (Theorem 3.13 below) shows that under rather simple hypotheses continuous functions are uniformly continuous. A more general theorem of this type, one with many applications in analysis, is established in Chapter 6.
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A function may be continuous on a set $S$ without being uniformly continuous. As Figure 3.7 shows, once an $\varepsilon$ is given, the value of $\delta$ required in the definition of ordinary continuity varies according to the location of $x_{1}$ and $x_{2}$; the "steeper" the function, the smaller is the value of $\delta$ required.

As an example of a continuous function which is not uniformly continuous, consider

$$
f: x \rightarrow 1 / x
$$

defined on the set $S=\{x: 0<x \leqslant 1\}$. It is clear that $f$ is continuous for each $x$ in $S$. However, with $\varepsilon$ any positive number, say 1 , we shall show there is no number $\delta$ such that

$$
\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right|<1 \quad \text { whenever } \quad\left|x_{1}-x_{2}\right|<\delta
$$

for all $x_{1}, x_{2}$ in $S$. To see this we choose $x_{1}=1 / n$ and $x_{2}=1 /(n+1)$ for a positive integer $n$. Then $\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right|=|n-(n+1)|=1$; also, we have $\left|x_{1}-x_{2}\right|=1 / n(n+1)$. If $n$ is very large, then $x_{1}$ and $x_{2}$ are close together. Therefore, if a $\delta$ is given, simply choose $n$ so large that $x_{1}$ and $x_{2}$ are closer together than $\delta$. The condition of uniform continuity is violated since $f\left(x_{1}\right)$ and $f\left(x_{2}\right)$ may not be "close."

An example of a uniformly continuous function on a set $S$ is given by

$$
\begin{equation*}
f: x \rightarrow x^{2} \tag{3.6}
\end{equation*}
$$

on the domain $S=\{x: 0 \leqslant x \leqslant 1\}$. To see this suppose $\varepsilon>0$ is given. We must find a $\delta>0$ such that

$$
\left|x_{1}^{2}-x_{2}^{2}\right|<\varepsilon \quad \text { whenever } \quad\left|x_{1}-x_{2}\right|<\delta
$$

for all $x_{1}, x_{2}$ in $S$. To accomplish this, simply choose $\delta=\varepsilon / 2$. Then, because
$0 \leqslant x_{1} \leqslant 1$ and $0 \leqslant x_{2} \leqslant 1$, we have

$$
\left|x_{1}^{2}-x_{2}^{2}\right|=\left|x_{1}+x_{2}\right| \cdot\left|x_{1}-x_{2}\right|<2 \cdot \frac{1}{2} \varepsilon=\varepsilon .
$$

This inequality holds for all $x_{1}, x_{2}$ on $[0,1]$ such that $\left|x_{1}-x_{2}\right|<\delta$.
The same function (3.6) above defined on the domain $S_{1}=\{x: 0 \leqslant x<\infty\}$ is not uniformly continuous there. To see this suppose $\varepsilon>0$ is given. Then for any $\delta>0$, choose $x_{1}, x_{2}$ so that $x_{1}-x_{2}=\delta / 2$ and $x_{1}+x_{2}=4 \varepsilon / \delta$. Then we have

$$
\left|x_{1}^{2}-x_{2}^{2}\right|=\left|x_{1}+x_{2}\right| \cdot\left|x_{1}-x_{2}\right|=\frac{4 \varepsilon}{\delta} \cdot \frac{1}{2} \delta=2 \varepsilon
$$

The condition of uniform continuity is violated for this $x_{1}, x_{2}$.
An important criterion which determines when a function is uniformly continuous is established in the next result.

Theorem 3.13 (Uniform continuity theorem). If $f$ is continuous on the closed interval $I=\{x: a \leqslant x \leqslant b\}$, then $f$ is uniformly continuous on $I$.

Proof. We shall suppose that $f$ is not uniformly continuous on $I$ and reach a contradiction. If $f$ is not uniformly continuous there is an $\varepsilon_{0}>0$ for which there is no $\delta>0$ with the property that $\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right|<\varepsilon_{0}$ for all pairs $x_{1}$, $x_{2} \in I$ and such that $\left|x_{1}-x_{2}\right|<\delta$. Then for each positive integer $n$, there is a pair $x_{n}^{\prime}, x_{n}^{\prime \prime}$ on $I$ such that

$$
\begin{equation*}
\left|x_{n}^{\prime}-x_{n}^{\prime \prime}\right|<\frac{1}{n} \quad \text { and } \quad\left|f\left(x_{n}^{\prime}\right)-f\left(x_{n}^{\prime \prime}\right)\right| \geqslant \varepsilon_{0} \tag{3.7}
\end{equation*}
$$

From the Bolzano-Weierstrass theorem, it follows that there is a subsequence of $\left\{x_{n}^{\prime}\right\}$, which we denote $\left\{x_{k_{n}}^{\prime}\right\}$, convergent to some number $x_{0}$ in $I$. Then, since $\left|x_{k_{n}}^{\prime}-x_{k_{n}}^{\prime \prime}\right|<1 / n$, we see that $x_{k_{n}}^{\prime \prime} \rightarrow x_{0}$ as $n \rightarrow \infty$. Using the fact that $f$ is continuous on $I$, we have

$$
f\left(x_{k_{n}}^{\prime}\right) \rightarrow f\left(x_{0}\right), \quad f\left(x_{k_{n}}^{\prime \prime}\right) \rightarrow f\left(x_{0}\right) .
$$

That is, there are positive integers $N_{1}$ and $N_{2}$ such that

$$
\left|f\left(x_{k_{n}}^{\prime}\right)-f\left(x_{0}\right)\right|<\frac{1}{2} \varepsilon_{0} \text { for all } n>N_{1}
$$

and

$$
\left|f\left(x_{k_{n}}^{\prime \prime}\right)-f\left(x_{0}\right)\right|<\frac{1}{2} \varepsilon_{0} \quad \text { for all } \quad n>N_{2} .
$$

Hence for all $n$ larger than both $N_{1}$ and $N_{2}$, we find

$$
\left|f\left(x_{k_{n}}^{\prime}\right)-f\left(x_{k_{n}}^{\prime \prime}\right)\right| \leqslant\left|f\left(x_{k_{n}}^{\prime}\right)-f\left(x_{0}\right)\right|+\left|f\left(x_{0}\right)-f\left(x_{k_{n}}^{\prime \prime}\right)\right|<\frac{1}{2} \varepsilon_{0}+\frac{1}{2} \varepsilon_{0}=\varepsilon_{0}
$$

This last inequality contradicts (3.7), and the result is established.
Remarks. As the example of the function $f: x \rightarrow 1 / x$ shows, the requirement that $I$ is a closed interval is essential. Also, the illustration of the function $f: x \rightarrow x^{2}$ on the set $S_{1}=\{x: 0 \leqslant x<\infty\}$ shows that Theorem 3.13 does not apply if the interval is unbounded. It may happen that continuous functions
are uniformly continuous on unbounded sets. But these must be decided on a case-by-case basis. See Problems 5 and 6 at the end of the section.

## Problems

1. Suppose that $f$ is a continuous, increasing function on a closed interval $I=$ $\{x: a \leqslant x \leqslant b\}$. Show that the range of $f$ is the interval $[f(a), f(b)]$.
2. Write a proof of the Extreme-value theorem which is based on the BolzanoWeierstrass theorem (see the Remark after Theorem 3.12).
3. Suppose that $f$ is continuous on the set $S=\{x: 0 \leqslant x<\infty\}$ and that $f$ is bounded. Give an example to show that the Extreme-value theorem does not hold.
4. Suppose that $f$ is uniformly continuous on the closed intervals $I_{1}$ and $I_{2}$. Show that $f$ is uniformly continuous on $\mathrm{S}=I_{1} \cup I_{2}$.
5. Show that the function $f: x \rightarrow 1 / x$ is uniformly continuous on $S=\{x: 1 \leqslant x<\infty\}$.
6. Show that the function $f: x \rightarrow \sin x$ is uniformly continuous on $S=\{x:-\infty<$ $x<\infty\}$.
$[$ Hint: $\sin A-\sin B=2 \sin ((A-B) / 2) \cos ((A+B) / 2)$.
7. Suppose that $f$ is continuous on $I=\{x: a<x<b\}$. If $\lim _{x \rightarrow a^{+}} f(x)$ and $\lim _{x \rightarrow b^{-}} f(x)$ exist, show that by defining $f_{0}(a)=\lim _{x \rightarrow a^{+}} f(x), f_{0}(b)=\lim _{x \rightarrow b^{-}} f(x)$, and $f_{0}(x)=f(x)$ for $x \in I$, then the function $f_{0}$ defined on $I_{1}=\{x: a \leqslant x \leqslant b\}$ is uniformly continuous.
8. Consider the function $f: x \rightarrow \sin (1 / x)$ defined on $I=\{x: 0<x \leqslant 1\}$. Decide whether or not $f$ is uniformly continuous on $I$.
9. Show directly from the definition that the function $f: x \rightarrow \sqrt{x}$ is uniformly continuous on $I_{1}=\{x: 0 \leqslant x \leqslant 1\}$.
10. Suppose that $f$ is uniformly continuous on the half-open interval $I=\{x: 0<x \leqslant 1\}$. Is it true that $f$ is bounded on I?
11. Given the general polynomial

$$
f(x)=a_{n} x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0} .
$$

Show that $f$ is uniformly continuous on $0 \leqslant x \leqslant 1$.
12. Show that the function

$$
f(x)= \begin{cases}x \sin (1 / x), & 0<x \leqslant 1, \\ 0, & x=0,\end{cases}
$$

is uniformly continuous on $I=\{x: 0 \leqslant x \leqslant 1\}$.

### 3.6. The Cauchy Criterion

We recall the definition of a convergent sequence $x_{1}, x_{2}, \ldots, x_{n}, \ldots$. A sequence converges to a limit $L$ if and only if for every $\varepsilon>0$ there is a positive integer
$N$ such that

$$
\begin{equation*}
\left|x_{n}-L\right|<\varepsilon \quad \text { whenever } \quad n>N . \tag{3.8}
\end{equation*}
$$

Suppose we are given a sequence and wish to examine the possibility of convergence. Usually the number $L$ is not given so that Condition (3.8) above cannot be verified directly. For this reason it is important to have a technique for deciding convergence which doesn't employ the limit $L$ of the sequence. Such a criterion, presented below, was given first by Cauchy.

Definition. An infinite sequence $\left\{x_{n}\right\}$ is called a Cauchy sequence if and only if for each $\varepsilon>0$, there is a positive integer $N$ such that

$$
\left|x_{n}-x_{m}\right|<\varepsilon \text { for all } m>N \text { and all } n>N .
$$

Theorem 3.14 (Cauchy criterion for convergence). A necessary and sufficient condition for convergence of a sequence $\left\{x_{n}\right\}$ is that it be a Cauchy sequence.

Proof. We first show that if $\left\{x_{n}\right\}$ is convergent, then it is a Cauchy sequence. Suppose $L$ is the limit of $\left\{x_{n}\right\}$, and let $\varepsilon>0$ be given. Then from the definition of convergence there is an $N$ such that

$$
\left|x_{n}-L\right|<\frac{1}{2} \varepsilon \text { for all } n>N .
$$

Let $x_{m}$ be any element of $\left\{x_{n}\right\}$ with $m>N$. We have

$$
\begin{aligned}
\left|x_{n}-x_{m}\right| & =\left|x_{n}-L+L-x_{m}\right| \\
& \leqslant\left|x_{n}-L\right|+\left|L-x_{m}\right|<\frac{1}{2} \varepsilon+\frac{1}{2} \varepsilon=\varepsilon .
\end{aligned}
$$

Thus $\left\{x_{n}\right\}$ is a Cauchy sequence.
Now assume $\left\{x_{n}\right\}$ is a Cauchy sequence; we wish to show it is convergent. We first prove that $\left\{x_{n}\right\}$ is a bounded sequence. From the definition of Cauchy sequence with $\varepsilon=1$, there is an integer $N_{0}$ such that

$$
\left|x_{n}-x_{m}\right|<1 \text { for all } n>N_{0} \text { and } m>N_{0}
$$

Choosing $m=N_{0}+1$, we find $\left|x_{n}-x_{N_{0}+1}\right|<1$ if $n>N_{0}$. Also,

$$
\begin{aligned}
\left|x_{n}\right| & =\left|x_{n}-x_{N_{0}+1}+x_{N_{0}+1}\right| \\
& \leqslant\left|x_{n}-x_{N_{0}+1}\right|+\left|x_{N_{0}+1}\right|<1+\left|x_{N_{0}+1}\right| .
\end{aligned}
$$

Keep $N_{0}$ fixed and observe that all $\left|x_{n}\right|$ beyond $x_{N_{0}}$ are bounded by $1+\left|x_{N_{0}+1}\right|$, a fixed number. Now examine the finite sequence of numbers

$$
\left|x_{1}\right|,\left|x_{2}\right|, \ldots,\left|x_{N_{0}}\right|,\left|x_{N_{0}+1}\right|+1
$$

and denote by $M$ the largest of these. Therefore $\left|x_{n}\right| \leqslant M$ for all positive integers $n$, and so $\left\{x_{n}\right\}$ is a bounded sequence.

We now apply the Bolzano-Weierstrass theorem and conclude that there is a subsequence $\left\{x_{k_{n}}\right\}$ of $\left\{x_{n}\right\}$ which converges to some limit $L$. We shall show that the sequence $\left\{x_{n}\right\}$ itself converges to $L$. Let $\varepsilon>0$ be given. Since $\left\{x_{n}\right\}$ is
a Cauchy sequence there is an $N_{1}$ such that

$$
\left|x_{n}-x_{m}\right|<\frac{1}{2} \varepsilon \text { for all } n>N_{1} \quad \text { and } \quad m>N_{1}
$$

Also, since $\left\{x_{k_{n}}\right\}$ converges to $L$, there is an $N_{2}$ such that

$$
\left|x_{k_{n}}-L\right|<\frac{1}{2} \varepsilon \text { for all } n>N_{2} .
$$

Let $N$ be the larger of $N_{1}$ and $N_{2}$, and consider any integer $n$ larger than $N$. We recall from the definition of subsequence of a sequence that $k_{n} \geqslant n$ for every $n$. Therefore

$$
\left|x_{n}-L\right|=\left|x_{n}-x_{k_{n}}+x_{k_{n}}-L\right| \leqslant\left|x_{n}-x_{k_{n}}\right|+\left|x_{k_{n}}-L\right|<\frac{1}{2} \varepsilon+\frac{1}{2} \varepsilon=\varepsilon .
$$

Since this inequality holds for all $n>N$, the sequence $\left\{x_{n}\right\}$ converges to $L$.
As an example, we show that the sequence $x_{n}=(\cos n \pi) / n, n=1,2, \ldots$ is a Cauchy sequence. Let $\varepsilon>0$ be given. Choose $N$ to be any integer larger than $2 / \varepsilon$. Then we have

$$
\left|x_{n}-x_{m}\right|=\left|\frac{\cos n \pi}{n}-\frac{\cos m \pi}{m}\right| \leqslant \frac{m|\cos n \pi|+n|\cos m \pi|}{m n}=\frac{m+n}{m n}
$$

If $m>n$, we may write

$$
\left|x_{n}-x_{m}\right| \leqslant \frac{m+n}{m n}<\frac{2 m}{m n}=\frac{2}{n} .
$$

However, because $n>N$, we have $n>2 / \varepsilon$, and so $\left|x_{n}-x_{m}\right|<\varepsilon$, and the sequence is a Cauchy sequence.

### 3.7. The Heine-Borel and Lebesgue Theorems

In this section we establish two theorems which are useful in the further development of differentiation and integration. The Heine-Borel theorem shows that "covering" a set with a collection of special sets is particularly helpful in verifying uniform continuity. A useful generalization of this result is proved in Chapter 6.

Consider, for example, the collection of intervals

$$
\begin{equation*}
I_{n}=\left\{x: \frac{1}{n}<x<1\right\}, \quad n=2,3,4, \ldots \tag{3.9}
\end{equation*}
$$

Any collection of intervals such as (3.9) is called a family of intervals. The symbol $\mathscr{F}$ is usually used to denote the totality of intervals in the family. Each interval is called a member (or element) of the family. Care must be exercised to distinguish the points of a particular interval from the interval itself. In the above example, the interval $J=\left\{x: \frac{1}{3}<x<\frac{2}{3}\right\}$ is not a member of $\mathscr{F}$. However, every point of $J$ is in every interval $I_{n}$ for $n>2$. The points in $0<x<1$
are not themselves members of $\mathscr{F}$ although each point of $0<x<1$ is in at least one $I_{n}$.

Definitions. A family $\mathscr{F}$ of intervals is said to cover the set $S$ in $\mathbb{R}^{1}$ if and only if each point of $S$ is in at least one of the intervals of $\mathscr{F}$. A family $\mathscr{F}_{1}$ is a subfamily of $\mathscr{F}$ if and only if each member of $\mathscr{F}_{1}$ is a member of $\mathscr{F}$.

For example, the intervals

$$
\begin{equation*}
I_{n}^{\prime}=\left\{x: \frac{1}{2 n}<x<1\right\}, \quad n=1,2, \ldots \tag{3.10}
\end{equation*}
$$

form a subfamily of Family (3.9). Family (3.9) covers the set $S=\{x: 0<x<1\}$ since every number $x$ such that $0<x<1$ is in $I_{n}$ for all $n$ larger than $1 / x$. Thus every $x$ is in at least one $I_{n}$. Family (3.10) also covers $S$. More generally, we may consider a collection of sets $A_{1}, A_{2} \ldots A_{n}, \ldots$ which we call a family of sets. We use the same symbol $\mathscr{F}$ to denote such a family. A family $\mathscr{F}$ covers a set $S$ if and only if every point of $S$ is a point in at least one member of $\mathscr{F}$.

The family $\mathscr{F}$ :

$$
J_{n}=\{x: n<x<n+2\}, \quad n=0, \pm 1, \pm 2, \ldots
$$

covers all of $\mathbb{R}^{1}$. It is simple to verify that if any interval is removed from $\mathscr{F}$, the resulting family fails to cover $\mathbb{R}^{1}$. For example, if $J_{1}$ is removed, then no member of the remaining intervals of $\mathscr{F}$ contains the number 2.

We shall be interested in families of open intervals which contain infinitely many members and which cover a set $S$. We shall examine those sets $S$ which have the property that they are covered by a finite subfamily, i.e., a subfamily with only a finite number of members. For example, the family $\mathscr{F}$ of intervals $K_{n}=\{x: 1 /(n+2)<x<1 / n\}, n=1,2, \ldots$ covers the set $S=\left\{x: 0<x<\frac{1}{2}\right\}$, as is easily verified (see Problem 13 at the end of the section). It may also be verified that no finite subfamily of $\mathscr{F}=\left\{K_{n}\right\}$ covers $S$. However, if we consider the set $S_{1}=\left\{x: \varepsilon<x \leqslant \frac{1}{2}\right\}$ for any $\varepsilon>0$, it is clear that $S_{1}$ is covered by the finite subfamily $\left\{K_{1}, K_{2}, \ldots, K_{n}\right\}$ for any $n$ such that $n+2>1 / \varepsilon$.

We may define families of intervals indirectly. For example, suppose $f: x \rightarrow 1 / x$ with domain $D=\{x: 0<x \leqslant 1\}$ is given. We obtain a family $\mathscr{F}$ of intervals by considering all solution sets of the inequality

$$
\begin{equation*}
|f(x)-f(a)|<\frac{1}{3} \Leftrightarrow-\frac{1}{3}<\frac{1}{x}-\frac{1}{a}<\frac{1}{3} \tag{3.11}
\end{equation*}
$$

for every $a \in D$. For each value $a$, the interval

$$
\begin{equation*}
L_{a}=\left\{x: \frac{3 a}{3+a}<x<\frac{3 a}{3-a}\right\} \tag{3.12}
\end{equation*}
$$

is the solution of Inequality (3.11). This family $\mathscr{F}=\left\{L_{a}\right\}$ covers the set $D=\{x: 0<x \leqslant 1\}$, but no finite subfamily covers $D$. (See Problem 16 at the end of this section.)

Theorem 3.15 (Heine-Borel theorem). Suppose that a family $\mathscr{F}$ of open intervals covers the closed interval $I=\{x: a \leqslant x \leqslant b\}$. Then a finite subfamily of $\mathscr{F}$ covers $I$.

Proof. We shall suppose an infinite number of members of $\mathscr{F}$ are required to cover $I$ and reach a contradiction. Divide $I$ into two equal parts at the midpoint. Then an infinite number of members of $\mathscr{F}$ are required to cover either the left subinterval or the right subinterval of $I$. Denote by $I_{1}=$ $\left\{x: a_{1} \leqslant x \leqslant b_{1}\right\}$ the particular subinterval needing this infinity of members of $\mathscr{F}$. We proceed by dividing $I_{1}$ into two equal parts, and denote by $I_{2}=$ $\left\{x: a_{2} \leqslant x \leqslant b_{2}\right\}$ that half of $I_{1}$ which requires an infinite number of members of $\mathscr{F}$. Repeating the argument, we obtain a sequence of closed intervals $I_{n}=\left\{x: a_{n} \leqslant x \leqslant b_{n}\right\}, n=1,2, \ldots$ each of which requires an infinite number of intervals of $\mathscr{F}$ in order to be covered. Since $b_{n}-a_{n}=(b-a) / 2^{n} \rightarrow 0$ as $n \rightarrow \infty$, the Nested intervals theorem (Theorem 3.1) states that there is a unique number $x_{0} \in I$ which is in every $I_{n}$. However, since $\mathscr{F}$ covers $I$, there is a member of $\mathscr{F}$, say $J=\{x: \alpha<x<\beta\}$, such that $x_{0} \in J$. By choosing $N$ sufficiently large, we can find an $I_{N}$ contained in $J$. But this contradicts the fact that infinitely many intervals of $\mathscr{F}$ are required to cover $I_{N}$-we found that the one interval $J$ covers $I_{N}$.

Remarks. In the Heine-Borel theorem, the hypothesis that $I=\{x: a \leqslant x \leqslant$ $b\}$ is a closed interval is crucial. The open interval $J_{1}=\{x: 0<x<1\}$ is covered by the family $\mathscr{F}$ of intervals (3.9), but no finite subfamily of $\mathscr{F}$ covers $J_{1}$. Also, Theorem 3.15 is not valid if the interval $I$ is unbounded. For example the interval $K=\{x: 0 \leqslant x<\infty\}$ is covered by the family $\mathscr{F}_{1}$ given by $K_{n}=\{x: n-(1 / 2)<x<n+(3 / 2)\}, n=0,1,2, \ldots$ but no finite subfamily of $\mathscr{F}_{1}$ covers $K$.

The next theorem is a useful alternate form of the Heine-Borel theorem.

Theorem 3.16 (Lemma of Lebesgue). Suppose that a family $\mathscr{F}$ of open intervals covers the closed interval $I=\{x: a \leqslant x \leqslant b\}$. Then there is a positive number $\rho$ such that every interval of the form $J_{c}=\{x: c-\rho<x<c+\rho\}$, for each $c$ in $I$, is contained in some single member of $\mathscr{F}$. That is, every interval of length $2 \rho$ with midpoint in I is contained in one member of $\mathscr{F}$.
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Proof. Each $c$ in $I$ is in some open interval $I_{c}=\left\{x: \alpha_{c}<x<\beta_{c}\right\}$ of the family $\mathscr{F}$. Let $2 \delta_{c}$ denote the distance of $c$ to the nearest endpoint of $I_{c}$ (see Figure 3.8). Then the interval $\left\{x: c-2 \delta_{c}<x<c+2 \delta_{c}\right\}$ is contained in $I_{c}$. Denote by $K_{c}$ the interval $\left\{x: c-\delta_{c}<x<c+\delta_{c}\right\}$ (see Figure 3.9). Let $\mathscr{G}$ be the family of all intervals $K_{c}$ for every $c$ in $I$. Note that every $K_{c}$ is contained in some $I_{c}$, a member of $\mathscr{F}$. From the Heine-Borel theorem, there is a finite subfamily $\mathscr{G}_{1}$ of $\mathscr{G}$ which covers $I$. Denote the members of $\mathscr{G}_{1}$ by

$$
K_{c_{1}}, K_{c_{2}}, \ldots, K_{c_{n}}
$$

and let $\delta_{c_{p}}$ be the smallest of $\delta_{c_{1}}, \delta_{c_{2}}, \ldots, \delta_{c_{n}}$. Choose for the $\rho$ of our theorem this value $\delta_{c_{p}}$. To see that this works let $c$ be any point in $I$. Then $c$ is in $K_{c_{i}}$ for some $i$. We wish to show that $J_{c}=\{x: c-\rho<x<c+\rho\}$ is contained in some interval of $\mathscr{F}$. We know that $J_{c}$ is contained in

$$
I^{\prime}=\left\{x: c_{i}-\delta_{c_{i}}-\rho<x<c_{i}+\delta_{c_{i}}+\rho\right\}
$$

(see Figure 3.10). The interval $I^{\prime}$, in turn, is contained in

$$
I^{\prime \prime}=\left\{x: c_{i}-2 \delta_{c_{i}}<x<c_{i}+2 \delta_{c_{i}}\right\}
$$



Figure 3.10
since $\rho \leqslant \delta_{c_{i}}, i=1,2, \ldots, n$. However, for each $c_{i}$, the interval $I^{\prime \prime}$ is contained in one member of $\mathscr{F}$, and the result is established.

The Lemma of Lebesgue may be used to give a direct proof of Theorem 3.13 on uniform continuity. See Problem 19 at the end of this section and the hint given there.

## Problems

In each of Problems 1 through 6 decide whether or not the infinite sequence is a Cauchy sequence. If it is not a Cauchy sequence, find at least one subsequence which is a Cauchy sequence. In each case, $n=1,2, \ldots$.

1. $x_{n}=\sum_{j=1}^{n}(-1)^{j}(1 / 2 j)$
2. $x_{n}=\sum_{j=1}^{n}(1 / j!)$
3. $x_{n}=\sum_{i=1}^{n}\left((-1)^{j} / j!\right)$
4. $x_{n}=1+(-1)^{n}+(1 / n)$
5. $x_{n}=\sin (n \pi / 3)+(1 / n)$
6. $x_{n}=\left(1+(-1)^{n}\right) n+(1 / n)$
7. Suppose that $s_{n}=\sum_{j=1}^{n} u_{j}$ and $S_{n}=\sum_{j=1}^{n}\left|u_{j}\right|, n=1,2, \ldots$.If $S_{n} \rightarrow S$ as $n \rightarrow \infty$, show that $s_{n}$ tends to a limit as $n \rightarrow \infty$.
8. Show that Theorem 3.1, the Nested intervals theorem, may be proved as a direct consequence of the Cauchy criterion for convergence (Theorem 3.14). [Hint: Suppose $I_{n}=\left\{x: a_{n} \leqslant x \leqslant b_{n}\right\}$ is a nested sequence. Then show that $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are Cauchy sequences. Hence they each tend to a limit. Since $b_{n}-a_{n} \rightarrow 0$, the limits must be the same. Finally, the Sandwiching theorem shows that the limit is in every $I_{n}$.]
9. Suppose that $f$ has a domain which contains $I=\{x: a<x<b\}$, and suppose that $f(x) \rightarrow L$ as $x \rightarrow b^{-}$. Prove the following: for each $\varepsilon>0$ there is a $\delta>0$ such that

$$
\begin{equation*}
|f(x)-f(y)|<\varepsilon \quad \text { for all } \quad x, y \text { with } b-\delta<x<b, b-\delta<y<b . \tag{3.13}
\end{equation*}
$$

10. Prove the converse of the result in Problem 9. That is, suppose that for every $\varepsilon>0$ there is a $\delta>0$ such that Condition (3.13) is satisfied. Prove that there is a number $L$ such that $f(x) \rightarrow L$ as $x \rightarrow b^{-}$.
11. Show that the result of Problem 9 holds if $I$ is replaced by $J=\{a<x<\infty\}$ and limits are considered as $x \rightarrow+\infty$. Show that the result in Problem 10 does not hold.
12. Show that if $f$ is uniformly continuous on $I=\{x: a<x<b\}$, then $f(x)$ tends to a limit as $x \rightarrow b^{-}$and as $x \rightarrow a^{+}$. Hence show that if $f_{0}(a)$ and $f_{0}(b)$ are these limits and $f_{0}(x)=f(x)$ on $I$, then the extended function $f_{0}$ is uniformly continuous on $J=\{x: a \leqslant x \leqslant b\}$. Use the result of Problem 10.
13. (a) Show that the family $\mathscr{F}$ of all intervals of the form $I_{n}=\{x: 1 /(n+2)<x<1 / n\}$ covers the interval $J=\{x: 0<x<1 / 2\}$.
(b) Show that no finite subfamily of $\mathscr{F}$ covers $J$.
14. Let $\mathscr{G}$ be the family of intervals obtained by adjoining the interval $\{x:-1 / 6<$ $x<1 / 6\}$ to the family $\mathscr{F}$ of Problem 13. Exhibit a finite subfamily of $G$ which covers $K=\{x: 0 \leqslant x \leqslant 1 / 2\}$.
15. Let $\mathscr{F}_{1}$ be the family of all intevals $I_{n}=\left\{x: 1 / 2^{n}<x<2\right\}, n=1,2, \ldots$. Show that $\mathscr{F}_{1}$ covers the interval $J=\{x: 0<x<1\}$. Does any finite subfamily of $\mathscr{F}_{1}$ cover $J$ ? Prove your answer.
16. For $f(x)=1 / x$ defined on $D=\{x: 0<x \leqslant 1\}$, consider the inequality $|f(x)-f(a)|<1 / 3$ for $a \in D$. Show that the solution set of this inequality, denoted by $L_{a}$, is given by Equation (3.12). Show that the family $\mathscr{F}=\left\{L_{a}\right\}$ covers $D$. Does any finite subfamily of $\mathscr{F}$ cover $D$ ? Prove your answer.
17. Consider $f: x \rightarrow 1 / x$ defined on $E=\{x: 1 \leqslant x<\infty\}$. Let $I_{a}$ be the interval of values of $x$ for which $|f(x)-f(a)|<1 / 3$. Find $I_{a}$ for each $a \in E$. Show that the family $\mathscr{F}=\left\{I_{a}\right\}, a \in E$ covers $E$. Is there a finite subfamily of $\mathscr{F}$ which covers $E$ ? Prove your answer.
18. Prove the Boundedness theorem (Theorem 3.11) using the Heine-Borel theorem (Theorem 3.15).
19. Prove the Uniform continuity theorem (Theorem 3.13) using the Lemma of Lebesgue (Theorem 3.16). [Hint: Let $\varepsilon>0$ be given. Since $f$ is continuous at each point $x_{0}$ of the interval $I$, there is a $\delta_{x_{0}}$ such that $\left|f(x)-f\left(x_{0}\right)\right|<\varepsilon / 2$ whenever $\left|x-x_{0}\right|<\delta_{x_{0}}$ and $x_{0}, x \in I$. The intervals $I_{x_{0}}=\left\{x: x_{0}-\delta_{x_{0}}<x<x_{0}+\delta_{x_{0}}\right\}$ form a family $\mathscr{F}$ to which we apply the Lemma of Lebesgue. Denote by $\rho$ the number so obtained. With this number as the $\delta$ of uniform continuity, the inequality $\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right| \leqslant\left|f\left(x_{1}\right)-f\left(x_{0}\right)\right|+\left|f\left(x_{0}\right)-f\left(x_{2}\right)\right|<\varepsilon$ can be established.]
20. All the rational numbers in $I=\{x: 0 \leqslant x \leqslant 1\}$ can be arranged in a single sequence as follows:

$$
0, \frac{1}{1}, \frac{1}{2}, \frac{1}{3}, \frac{2}{3}, \frac{1}{4}, \frac{3}{4}, \frac{1}{5}, \frac{2}{5}, \frac{3}{5}, \frac{4}{5}, \frac{1}{6}, \frac{5}{6}, \frac{1}{7}, \ldots
$$

(Note that we consider all possible fractions with denominator $=1$, then all with denominator $=2$, then all with denominator $=3$, and so forth.) Let $\varepsilon>0$ be given, and let $I_{n}$ be the interval of length $\varepsilon / 2^{n}$ which has its center at the $n$th rational number of the above sequence. The family $\mathscr{F}=\left\{I_{n}\right\}, n=1,2, \ldots$ covers all the rational numbers in $I$. Show that the sum of the lengths of all the $I_{n}$ is $\varepsilon$. Prove that if $\varepsilon$ is small, then $\mathscr{F}$ does not cover the entire interval $I$.
21. Show that $\cos (\sqrt{n} \pi), n=1,2, \ldots$ is dense in $(-1,1)$.

## CHAPTER 4

## Elementary Theory of Differentiation

### 4.1. The Derivative in $\mathbb{R}^{1}$

In a first course in calculus we learn a number of theorems on differentiation, but usually the proofs are not provided. In this section we review these elementary theorems and provide the missing proofs for the basic results.

Definition. Let $f$ be a function on $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. The derivative $f^{\prime}$ is defined by the formula

$$
\begin{equation*}
f^{\prime}(x)=\lim _{h \rightarrow 0} \frac{f(x+h)-f(x)}{h} \tag{4.1}
\end{equation*}
$$

That is, $f^{\prime}$ is the function whose domain consists of all $x$ in $\mathbb{R}^{1}$ for which the limit on the right side of Equation (4.1) exists. Of course the range of $f^{\prime}$ is in $\mathbb{R}^{1}$.

The following seven elementary theorems on the derivative, given without proof, are simple consequences of the theorems on limits in Chapter 2. The reader should write out detailed proofs as suggested in the problems at the end of this section.

Theorem 4.1. If $f$ is a constant function, then $f^{\prime}(x)=0$ for all $x$.
In Theorems 4.2 through 4.7 we assume that all functions involved are on $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$.

Theorem 4.2. Suppose that $f$ is defined on an open interval $I$, $c$ is a real number, and that $g$ is defined by the equation $g(x)=c f(x)$. If $f^{\prime}(x)$ exists, then $g^{\prime}(x)$ does, and $g^{\prime}(x)=c f^{\prime}(x)$.

Theorem 4.3. Suppose that $f$ and $g$ are defined on an open interval I and that $F$ is defined by the equation $F(x)=f(x)+g(x)$. If $f^{\prime}(x)$ and $g^{\prime}(x)$ exist, then $F^{\prime}(x)$ does, and $F^{\prime}(x)=f^{\prime}(x)+g^{\prime}(x)$.

Theorem 4.4. If $f^{\prime}(a)$ exists for some number $a$, then $f$ is continuous at a.
Theorem 4.5. Suppose that $u$ and $v$ are defined on an open interval $I$ and that $f$ is defined by the equation $f(x)=u(x) \cdot v(x)$. If $u^{\prime}(x)$ and $v^{\prime}(x)$ exist, then $f^{\prime}(x)$ does, and $f^{\prime}(x)=u(x) v^{\prime}(x)+u^{\prime}(x) v(x)$.

Theorem 4.6. Suppose that $u$ and $v$ are defined on an open interval $I$, that $v(x) \neq 0$ for all $x \in I$, and that $f$ is defined by the equation $f(x)=u(x) / v(x)$. If $u^{\prime}(x)$ and $v^{\prime}(x)$ exist, then $f^{\prime}(x)$ does, and

$$
f^{\prime}(x)=\frac{v(x) u^{\prime}(x)-u(x) v^{\prime}(x)}{[v(x)]^{2}}
$$

Theorem 4.7. Given $f: x \rightarrow x^{n}$ and $n$ is an integer. Then

$$
f^{\prime}(x)=n x^{n-1}
$$

(We assume that $x \neq 0$ for $n<0$.)
We now establish the Chain rule (Theorem 4.9 below) which together with Theorems 4.1 through 4.7 forms the basis for calculating the derivatives of most elementary functions. The Chain rule is a consequence of the following lemma which states that every differentiable function is approximated by a linear function whose slope is the derivative. (See Figure 4.1.)


Figure 4.1. A linear approximation to $f$ at $\left(x_{0}, f\left(x_{0}\right)\right)$.

Theorem 4.8 (Fundamental lemma of differentiation). Suppose that $f$ has a derivative at $x_{0}$. Then there is a function $\eta$ defined in an interval about 0 such that

$$
\begin{equation*}
f\left(x_{0}+h\right)-f\left(x_{0}\right)=\left[f^{\prime}\left(x_{0}\right)+\eta(h)\right] \cdot h \tag{4.2}
\end{equation*}
$$

Also, $\eta$ is continuous at 0 with $\eta(0)=0$.

Proof. We define $\eta$ by the formula

$$
\eta(h)= \begin{cases}\frac{1}{h}\left[f\left(x_{0}+h\right)-f\left(x_{0}\right)\right]-f^{\prime}\left(x_{0}\right), & h \neq 0 \\ 0, & h=0\end{cases}
$$

Since $f$ has a derivative at $x_{0}$, we see that $\eta(h) \rightarrow 0$ as $h \rightarrow 0$. Hence $\eta$ is continuous at 0 . Formula (4.2) is a restatement of the definition of $\eta$.

Theorem 4.9 (Chain rule). Suppose that $g$ and $u$ are functions on $\mathbb{R}^{1}$ and $f(x)=g[u(x)]$. Suppose that $u$ has a derivative at $x_{0}$ and that $g$ has a derivative at $u\left(x_{0}\right)$. Then $f^{\prime}\left(x_{0}\right)$ exists and

$$
f^{\prime}\left(x_{0}\right)=g^{\prime}\left[u\left(x_{0}\right)\right] \cdot u^{\prime}\left(x_{0}\right) .
$$

Proof. We use the notation $\Delta f=f\left(x_{0}+h\right)-f\left(x_{0}\right), \Delta u=u\left(x_{0}+h\right)-u\left(x_{0}\right)$, and we find

$$
\begin{equation*}
\Delta f=g\left[u\left(x_{0}+h\right)\right]-g\left[u\left(x_{0}\right)\right]=g(u+\Delta u)-g(u) \tag{4.3}
\end{equation*}
$$

We apply Theorem 4.8 to the right side of Equation (4.3), getting

$$
\Delta f=\left[g^{\prime}(u)+\eta(\Delta u)\right] \Delta u
$$

Dividing by $h$ and letting $h$ tend to zero, we obtain (since $\Delta u \rightarrow 0$ as $h \rightarrow 0$ )

$$
\lim _{h \rightarrow 0} \frac{\Delta f}{h}=f^{\prime}\left(x_{0}\right)=\lim _{h \rightarrow 0}\left[g^{\prime}(u)+\eta(\Delta u)\right] \cdot \lim _{h \rightarrow 0} \frac{\Delta u}{h}=g^{\prime}\left[u\left(x_{0}\right)\right] \cdot u^{\prime}\left(x_{0}\right) .
$$

The Extreme-value theorem (Theorem 3.12) shows that a function which is continuous on a closed interval $I$ takes on its maximum and minimum values there. If the maximum value occurs at an interior point ${ }^{1}$ of $I$, and if the function possesses a derivative at that point, the following result gives a method for locating maximum (and minimum) values of such functions.

Theorem 4.10. Suppose that $f$ is continuous on an interval $I$, and that $f$ takes on its maximum value at $x_{0}$, an interior point of I. If $f^{\prime}\left(x_{0}\right)$ exists, then

$$
f^{\prime}\left(x_{0}\right)=0
$$

[^10]

Figure 4.2

The proof follows immediately from the definition of derivative and is left to the reader. A similar result holds for functions which take on their minimum value at an interior point. See Figure 4.2.

The next two theorem, Rolle's theorem and the Mean-value theorem, form the groundwork for further developments in the theory of differentiation.

Theorem 4.11 (Rolle's theorem). Suppose that $f$ is continuous on the closed interval $I=\{x: a \leqslant x \leqslant b\}$, and that $f$ has a derivative at each point of $I_{1}=$ $\{x: a<x<b\}$. If $f(a)=f(b)=0$, then there is a number $x_{0} \in I_{1}$ such that $f^{\prime}\left(x_{0}\right)=0$.

Proof. Unless $f(x) \equiv 0$, in which case the result is trivial, $f$ must be positive or negative somewhere. Suppose it is positive. Then according to the Extremevalue theorem, $f$ achieves its maximum at some interior point, say $x_{0}$. Now we apply Theorem 4.10 to conclude that $f^{\prime}\left(x_{0}\right)=0$. If $f$ is negative on $I_{1}$, we apply the same theorems to the minimum point. See Figure 4.3.

Theorem 4.12 (Mean-value theorem). Suppose that $f$ is continuous on the closed interval $I=\{x: a \leqslant x \leqslant b\}$ and that $f$ has a derivative at each point of $I_{1}=$ $\{x: a<x<b\}$. Then there exists $a$ number $\xi \in I_{1}$ such that

$$
f^{\prime}(\xi)=\frac{f(b)-f(a)}{b-a}
$$

Proof. We construct the function

$$
F(x)=f(x)-\frac{f(b)-f(a)}{b-a}(x-a)-f(a)
$$



Figure 4.3. Illustrating Rolle's theorem.

We have

$$
F^{\prime}(x)=f^{\prime}(x)-\frac{f(b)-f(a)}{b-a}
$$

By substitution, we see that $F(a)=F(b)=0$. Thus $F$ satisfies the hypotheses of Rolle's theorem and there is a number $\xi \in I_{1}$ such that $F^{\prime}(\xi)=0$. Hence

$$
0=F^{\prime}(\xi)=f^{\prime}(\xi)-\frac{f(b)-f(a)}{b-a}
$$

and the result is established. See Figure 4.4.
The next theorem, a direct consequence of the Mean-value theorem, is useful in the construction of graphs of functions. The proof is left to the reader; see Problem 13 at the end of this section.

Theorem 4.13. Suppose that $f$ is continuous on the closed interval I and has a derivative at each point of $I_{1}$, the interior of $I$.


Figure 4.4. Illustrating the Mean-value theorem.
(a) If $f^{\prime}$ is positive on $I_{1}$, then $f$ is increasing on $I$.
(b) If $f^{\prime}$ is negative on $I_{1}$, then $f$ is decreasing on $I$.

See Figure 4.2.
L'Hôpital's rule, so useful in the evaluation of indeterminate forms, has its theoretical basis in the following three theorems.

Theorem 4.14 (Generalized Mean-value theorem). Suppose that $f$ and $F$ are continuous functions defined on $I=\{x: a \leqslant x \leqslant b\}$. Suppose that $f^{\prime}$ and $F^{\prime}$ exist on $I_{1}=\{x: a<x<b\}$, the interior of $I$, and that $F^{\prime}(x) \neq 0$ for $x \in I_{1}$. Then
(i) $F(b)-F(a) \neq 0$, and
(ii) there is a number $\xi \in I_{1}$ such that

$$
\begin{equation*}
\frac{f(b)-f(a)}{F(b)-F(a)}=\frac{f^{\prime}(\xi)}{F^{\prime}(\xi)} \tag{4.4}
\end{equation*}
$$

Proof. According to the Mean-value theorem applied to $F$, there is a number $\eta \in I_{1}$ such that $F(b)-F(a)=F^{\prime}(\eta)(b-a)$. Since $F^{\prime}(\eta) \neq 0$, we conclude that $F(b)-F(a) \neq 0$ and (i) is proved. To prove (ii), define the function $\phi$ on $I$ by the formula

$$
\phi(x)=f(x)-f(a)-\frac{f(b)-f(a)}{F(b)-F(a)}[F(x)-F(a)]
$$

A simple calculation shows that $\phi(a)=\phi(b)=0$ and so Rolle's theorem can be applied to $\phi$. The number $\xi \in I_{1}$ such that $\phi^{\prime}(\xi)=0$ yields

$$
0=\phi^{\prime}(\xi)=f^{\prime}(\xi)-\frac{f(b)-f(a)}{F(b)-F(a)} F^{\prime}(\xi)
$$

which is Equation (4.4).
Theorem 4.15 (L'Hôpital's rule for $0 / 0$ ). Suppose that $f$ and $F$ are continuous functions on $I=\{x: a<x<b\}$ and that $f^{\prime}$ and $F^{\prime}$ exist on I with $F^{\prime} \neq 0$ on I. If

$$
\lim _{x \rightarrow a^{+}} f(x)=\lim _{x \rightarrow a^{+}} F(x)=0 \quad \text { and } \quad \lim _{x \rightarrow a^{+}} \frac{f^{\prime}(x)}{F^{\prime}(x)}=L
$$

then

$$
\lim _{x \rightarrow a^{+}} \frac{f(x)}{F(x)}=L
$$

Proof. We extend the definitions of $f$ and $F$ to the half-open interval $I_{1}=$ $\{a \leqslant x<b\}$ by setting $f(a)=0, F(a)=0$. Since $F^{\prime}(x) \neq 0$ on $I$ and $F(a)=0$, we see from Theorem 4.12 that $F(x) \neq 0$ on $I$. Let $\varepsilon>0$ be given. Then there is a $\delta>0$ such that

$$
\left|\frac{f^{\prime}(x)}{F^{\prime}(x)}-L\right|<\varepsilon \quad \text { for all } x \text { such that } \quad a<x<a+\delta
$$

Now we write

$$
\left|\frac{f(x)}{F(x)}-L\right|=\left|\frac{f(x)-f(a)}{F(x)-F(a)}-L\right|
$$

and apply the Generalized Mean-value theorem to obtain

$$
\left|\frac{f(x)}{F(x)}-L\right|=\left|\frac{f^{\prime}(\xi)}{F^{\prime}(\xi)}-L\right|<\varepsilon,
$$

where $\xi$ is such that $a<\xi<x<a+\delta$. Since $\varepsilon$ is arbitrary the result follows.

Remark. The size of the interval $I$ is of no importance in Theorem 4.15. Therefore the hypotheses need only hold in an arbitrarily small interval in which $a$ is one endpoint.

Corollary 1. L'Hôpital's rule holds for limits from the left as well as limits from the right. If the two-sided limits are assumed to exist in the hypotheses of Theorem 4.15, then we may conclude the existence of the two-sided limit of $f / F$.

Corollary 2. A theorem similar to Theorem 4.15 holds for limits as $x \rightarrow+\infty$, $-\infty$, or $\infty$.

Proof of Corollary 2. Assume that

$$
\lim _{x \rightarrow+\infty} f(x)=\lim _{x \rightarrow+\infty} F(x)=0, \quad \lim _{x \rightarrow+\infty} \frac{f^{\prime}(x)}{F^{\prime}(x)}=L, \quad F^{\prime}(x) \neq 0 \quad \text { on } I .
$$

We let $z=1 / x$ and define the functions $g$ and $G$ by the formulas

$$
g(z)=f\left(\frac{1}{z}\right), \quad G(z)=F\left(\frac{1}{z}\right)
$$

Then

$$
g^{\prime}(z)=-\frac{1}{z^{2}} f^{\prime}\left(\frac{1}{z}\right), \quad G^{\prime}(z)=-\frac{1}{z^{2}} F^{\prime}\left(\frac{1}{z}\right)
$$

so that $g^{\prime}(z) / G^{\prime}(z) \rightarrow L, g(z) \rightarrow 0$, and $G(z) \rightarrow 0$ as $z \rightarrow 0^{+}$. Hence we apply Theorem 4.15 to $g / G$ and the result is established. The argument when $x \rightarrow-\infty$ or $\infty$ is similar.

Theorem 4.16 (L'Hôpital's rule for $\infty / \infty$ ). Suppose that $f^{\prime}$ and $F^{\prime}$ exist on $I=\{x: a<x<b\}$. If

$$
\lim _{x \rightarrow a^{+}} f(x)=\lim _{x \rightarrow a^{+}} F(x)=\infty, \quad \text { and } \quad \lim _{x \rightarrow a^{+}} \frac{f^{\prime}(x)}{F^{\prime}(x)}=L
$$

and if $F^{\prime}(x) \neq 0$ on $I$, then

$$
\lim _{x \rightarrow a^{+}} \frac{f(x)}{F(x)}=L
$$

Proof. The hypotheses imply that $f$ and $F$ are continuous on $I$ and that $F(x)$ does not vanish in some interval $I_{h}=\{z: a<x<a+h\}$. From the definition of limit we know that for every $\varepsilon>0$ there is a $\delta>0$ such that

$$
\begin{equation*}
\left|\frac{f^{\prime}(\xi)}{F^{\prime}(\xi)}-L\right|<\frac{1}{2} \varepsilon \quad \text { for all } \xi \text { in } I_{\delta}=\{x: a<x<a+\delta\} . \tag{4.5}
\end{equation*}
$$

Choose $\delta$ smaller than $h$ and consider $x$ and $c$ in $I_{\delta}$ with $x<c$. Then from the Generalized Mean-value theorem, it follows that

$$
\begin{equation*}
\frac{f(x)-f(c)}{F(x)-F(c)}=\frac{f^{\prime}(\xi)}{F^{\prime}(\xi)} \tag{4.6}
\end{equation*}
$$

Substituting Equation (4.6) into Inequality (4.5), we get

$$
\begin{equation*}
\left|\frac{f(x)-f(c)}{F(x)-F(c)}-L\right|<\frac{1}{2} \varepsilon . \tag{4.7}
\end{equation*}
$$

Since we are interested in small values of $\varepsilon$, we may take $\varepsilon$ less than 1 and obtain

$$
\begin{equation*}
\left|\frac{f(x)-f(c)}{F(x)-F(c)}\right|<|L|+\frac{1}{2} \varepsilon<|L|+\frac{1}{2} \tag{4.8}
\end{equation*}
$$

An algebraic manipulation allows us to write the identity

$$
\frac{f(x)}{F(x)}-\frac{f(x)-f(c)}{F(x)-F(c)}=\frac{f(c)}{F(x)}-\frac{F(c)}{F(x)}\left[\frac{f(x)-f(c)}{F(x)-F(c)}\right]
$$

Taking absolute values and using Inequality (4.8), we find

$$
\begin{equation*}
\left|\frac{f(x)}{F(x)}-\frac{f(x)-f(c)}{F(x)-F(c)}\right| \leqslant\left|\frac{f(c)}{F(x)}\right|+\left|\frac{F(c)}{F(x)}\right|\left(|L|+\frac{1}{2}\right) \tag{4.9}
\end{equation*}
$$

We keep $c$ fixed and let $x$ tend to $a^{+}$. Then $F(x)$ tends to $\infty$ and the right side of Inequality (4.9) tends to zero. Therefore, there is a $\delta_{1}>0$ (which we take less than $\delta$ ) so that if $a<x<\delta_{1}$ we have

$$
\begin{equation*}
\left|\frac{f(c)}{F(x)}\right|<\frac{1}{4} \varepsilon \quad \text { and } \quad\left|\frac{F(c)}{F(x)}\right|<\frac{\varepsilon}{4\left(|L|+\frac{1}{2}\right)} \tag{4.10}
\end{equation*}
$$

Finally, we use Inequalities (4.7), (4.9), and (4.10) to get

$$
\begin{aligned}
\left|\frac{f(x)}{F(x)}-L\right| & \leqslant\left|\frac{f(x)}{F(x)}-\frac{f(x)-f(c)}{F(x)-F(c)}\right|+\left|\frac{f(x)-f(c)}{F(x)-F(c)}-L\right| \\
& <\frac{1}{2} \varepsilon+\frac{1}{2} \varepsilon=\varepsilon
\end{aligned}
$$

Remarks. As in Theorem 4.15, the size of the interval $I$ in Theorem 4.16 is of no importance. Therefore, we need only assume that $F^{\prime}(x)$ does not vanish in some sufficiently small neighborhood to the right of $a$. Indeterminate forms
such as $0 \cdot \infty, 1^{\infty}$, and $\infty-\infty$ may frequently be reduced by algebraic manipulation and by use of the logarithmic function to $0 / 0$ or $\infty / \infty$. Then we may apply Theorem 4.15 or 4.16. Sometimes $f^{\prime}(x) / F^{\prime}(x)$ as well as $f(x) / F(x)$ is indeterminate. In such cases, we can apply Theorem 4.15 or 4.16 to $f^{\prime} / F^{\prime}$ and see whether or not $f^{\prime \prime} / F^{\prime \prime}$ tends to a limit. This process may be applied any number of times.

Example. Evaluate

$$
\lim _{x \rightarrow 0} \frac{1+x-e^{x}}{2 x^{2}}
$$

Solution. Set $f: x \rightarrow 1+x-e^{x}$ and $F: x \rightarrow 2 x^{2}$. Then $\lim _{x \rightarrow 0}(f(x) / F(x))$ yields the indeterminate form $0 / 0$. We try to apply Theorem 4.15 and find that $\lim _{x \rightarrow 0}\left(f^{\prime}(x) / F^{\prime}(x)\right)$ also gives $0 / 0$. A second attempt at application of the theorem shows that

$$
\lim _{x \rightarrow 0} \frac{f^{\prime \prime}(x)}{F^{\prime \prime}(x)}=\lim _{x \rightarrow 0} \frac{-e^{x}}{4}=-\frac{1}{4}
$$

Hence $\lim _{x \rightarrow 0}\left(f^{\prime}(x) / F^{\prime}(x)\right)=-1 / 4$ so that $\lim _{x \rightarrow 0}(f(x) / F(x))=-1 / 4$.

## Problems

1. Use Theorem 2.5 on the limit of a sum to write out a proof of Theorem 4.3 on the derivative of the sum of two functions.
2. Use the identity

$$
\begin{aligned}
u(x+h) v(x+h)-u(x) v(x)= & u(x+h) v(x+h) \\
& -u(x+h) v(x)+u(x+h) v(x)-u(x) v(x)
\end{aligned}
$$

and Theorems 2.5 and 2.6 to prove the formula for the derivative of a product (Theorem 4.5).
3. The Leibniz rule for the $n$th derivative of a product is given by

$$
\begin{aligned}
\frac{d^{n}}{d x^{n}}(f(x) g(x))= & f^{(n)}(x) g(x)+\frac{n}{1!} f^{(n-1)}(x) g^{\prime}(x) \\
& +\frac{n(n-1)}{2!} f^{(n-2)}(x) g^{(2)}(x)+\cdots+f(x) g^{(n)}(x)
\end{aligned}
$$

where the coefficients are the same as the coefficients in the binomial expansion.

$$
\begin{aligned}
(A+B)^{n}= & A^{n}+\frac{n}{1!} A^{n-1} B+\frac{n(n-1)}{2!} A^{n-2} B^{2} \\
& +\frac{n(n-1)(n-2)}{3!} A^{n-3} B^{3}+\cdots+B^{n}
\end{aligned}
$$

Use mathematical induction to establish the Leibniz rule.
4. Use Theorem 2.5 and 2.8 on the limit of a sum and the limit of a quotient to prove the formula for the derivative of a quotient. Start with an identity analogous to the one in Problem 2. For Theorem 4.6 use the identity

$$
\frac{u(x+h)}{v(x+h)}-\frac{u(x)}{v(x)}=\frac{u(x+h) v(x)-u(x) v(x)-(u(x) v(x+h)-u(x) v(x))}{v(x+h) v(x)} .
$$

5. State hypotheses which assure the validity of the formula (the extended Chain rule)

$$
F^{\prime}\left(x_{0}\right)=f^{\prime}\left\{u\left[v\left(x_{0}\right)\right]\right\} u^{\prime}\left[v\left(x_{0}\right)\right] v^{\prime}\left(x_{0}\right)
$$

where $F(x)=f\{u[v(x)]\}$. Prove the result.
6. Show that if $f$ has a derivative at a point, then it is continuous at that point (Theorem 4.4).
7. We define the one-sided derivative from the right and the left by the formulas (respectively)

$$
\begin{aligned}
& D^{+} f\left(x_{0}\right)=\lim _{h \rightarrow 0^{+}} \frac{f\left(x_{0}+h\right)-f\left(x_{0}\right)}{h}, \\
& D^{-} f\left(x_{0}\right)=\lim _{h \rightarrow 0^{-}} \frac{f\left(x_{0}+h\right)-f\left(x_{0}\right)}{h} .
\end{aligned}
$$

Show that a function $f$ has a derivative at $x_{0}$ if and only if $D^{+} f\left(x_{0}\right)$ and $D^{-} f\left(x_{0}\right)$ exist and are equal.
8. Prove Theorem 4.7 for $n$ a positive integer. Then use Theorem 4.6 to establish the result for $n$ a negative integer.
9. (a) Suppose $f: x \rightarrow x^{3}$ and $x_{0}=2$ in the Fundamental Lemma of differentiation. Show that $\eta(h)=6 h+h^{2}$.
(b) Find the explicit value of $\eta(h)$ if $f: x \rightarrow x^{-3}, x_{0}=1$.
10. (Partial Converse of the Chain rule.) Suppose that $f, g$, and $u$ are related so that $f(x)=g[u(x)], u$ is continuous at $x_{0}, f^{\prime}\left(x_{0}\right)$ exists, $g^{\prime}\left[u\left(x_{0}\right)\right]$ exists and is not zero. Then prove that $u^{\prime}\left(x_{0}\right)$ is defined and $f^{\prime}\left(x_{0}\right)=g^{\prime}\left[u\left(x_{0}\right)\right] u^{\prime}\left(x_{0}\right)$. [Hint: Proceed as in the proof of the Chain rule (Theorem 4.9) to obtain the formula

$$
\frac{\Delta u}{h}=\frac{\Delta f / h}{\left[g^{\prime}(u)+\eta(\Delta u)\right]} .
$$

Since (by hypothesis) $u$ is continuous at $x_{0}$, it follows that $\lim _{h \rightarrow 0} \Delta u=0$. Hence $\eta(\Delta u) \rightarrow 0$ as $h \rightarrow 0$. Complete the proof.]
11. Prove Theorem 4.10.
12. Suppose that $f$ is continuous on an open interval $I$ containing $x_{0}$, suppose that $f^{\prime}$ is defined on $I$ except possibly at $x_{0}$, and suppose that $f^{\prime}(x) \rightarrow L$ as $x \rightarrow x_{0}$. Prove that $f^{\prime}\left(x_{0}\right)=L$.
13. Prove Theorem 4.13. [Hint: Use the Mean-value theorem.]
14. Discuss the differentiability at $x=0$ of the function

$$
f: x \rightarrow \begin{cases}x \sin \frac{1}{x}, & x \neq 0 \\ 0, & x=0 .\end{cases}
$$

15. Discuss the differentiability at $x=0$ of the function

$$
f: x \rightarrow \begin{cases}x^{n} \sin \frac{1}{x}, & x \neq 0 \\ 0, & x=0\end{cases}
$$

where $n$ is an integer larger than 1. For what values of $k$, does the $k$ th derivative exist at $x=0$ ? (See Problem 12.)
16. If $f$ is differentiable at $x_{0}$, prove that

$$
\lim _{h \rightarrow 0} \frac{f\left(x_{0}+\alpha h\right)-f\left(x_{0}-\beta h\right)}{h}=(\alpha+\beta) f^{\prime}\left(x_{0}\right) .
$$

17. Prove the identity in between Equations (4.8) and (4.9) on page 90.
18. Suppose $\lim _{x \rightarrow a^{+}} f(x)=0, \lim _{x \rightarrow a^{+}} F(x)=\infty$. State a theorem analogous to Theorem 4.16 for $\lim _{x \rightarrow a^{+}} f(x) F(x)$.
19. Prove Corollary 1 to Theorem 4.15.
20. Suppose that $f(x) \rightarrow \infty, F(x) \rightarrow \infty$, and $f^{\prime}(x) / F^{\prime}(x) \rightarrow+\infty$ as $x \rightarrow+\infty$. Prove that $f(x) / F(x) \rightarrow+\infty$ as $x \rightarrow+\infty$.
21. Evaluate the following limit:

$$
\lim _{x \rightarrow 0} \frac{\tan x-x}{x^{3}}
$$

22. Evaluate the following limit:

$$
\lim _{x \rightarrow+\infty} \frac{x^{3}}{e^{x}}
$$

23. Evaluate

$$
\lim _{x \rightarrow+\infty}\left(1+\frac{1}{x}\right)^{x}
$$

[Hint: Take logarithms.]
24. If the second derivative $f^{\prime \prime}$ exists at a value $x_{0}$, show that

$$
\lim _{h \rightarrow 0} \frac{f\left(x_{0}+h\right)-2 f\left(x_{0}\right)+f\left(x_{0}-h\right)}{h^{2}}=f^{\prime \prime}\left(x_{0}\right) .
$$

25. Suppose that $f$ is defined by

$$
f: x \rightarrow \begin{cases}e^{-1 / x^{2}} & \text { if } x>0 \\ 0 & \text { if } x \leqslant 0\end{cases}
$$

(a) Show that $f^{(n)}(0)$ exists for every positive integer $n$ (see Problem 7) and has the value 0 .
(b) Show that the function

$$
g: x \rightarrow \begin{cases}e^{-1 / x^{2}} & \text { if } x \neq 0 \\ 0 & \text { if } x=0\end{cases}
$$

has the property that $g^{(n)}(0)=0$ for all $n$. (See Problem 10.)

### 4.2. Inverse Functions in $\mathbb{R}^{\mathbf{1}}$

We have seen in Section 1.2 that a relation from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$ is a set of ordered pairs of real numbers; that is, a relation is a set in $\mathbb{R}^{2}$. A function from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$ is a particular case of a relation, one in which no two ordered pairs have the same first element.

Definition. Suppose that $S$ is a relation from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. We define the inverse relation of $S$ as the set of pairs $(x, y)$ such that $(y, x)$ is in $S$.

If $S$ is the solution set in $\mathbb{R}^{2}$ of an equation such as $f(x, y)=0$, the inverse of $S$ is the solution set in $\mathbb{R}^{2}$ of the equation $f(y, x)=0$. Suppose that $f$ is a function, and we consider the ordered pairs in $\mathbb{R}^{2}$ which form the graph of the equation $y=f(x)$. Then the inverse of $f$ is the graph of the equation $x=f(y)$. The simplest examples of functions show that the inverse of a function is a relation, and not necessarily a function. For example, the function $f: x \rightarrow x^{2}$, with graph $y=x^{2}$ has for its inverse the relation whose graph is given by $y^{2}=x$. This inverse relation is not a function.

Theorem 4.17 (Inverse function theorem). Suppose that $f$ is a continuous, increasing function which has an interval I for domain and has range J. (See Figure 4.5.) Then,
(a) $J$ is an interval.
(b) The inverse relation $g$ of $f$ is a function with domain $J$, and $g$ is continuous and increasing on $J$.
(c) We have

$$
\begin{equation*}
g[f(x)]=x \quad \text { for } x \in I \text { and } f[g(x)]=x \text { for } x \in J \tag{4.11}
\end{equation*}
$$

$A$ similar result holds if $f$ is decreasing on $I$.
Proof. From the Intermediate-value theorem (Theorem 3.3) we know at once that $J$ is an interval. We next establish the formulas in Part (c). Let $x_{0}$ be any


Figure 4.5. $f$ and $g$ are inverse functions.
point of $J$. Then there is a number $y_{0}$ in $I$ such that $x_{0}=f\left(y_{0}\right)$. Since $f$ is increasing, $y_{0}$ is unique. Hence $g$ is a function with domain $J$, and the formulas in Part (c) hold. To show that $g$ is increasing, suppose that $x_{1}<x_{2}$ with $x_{1}$, $x_{2}$ in $J$. Then it follows that $g\left(x_{1}\right)<g\left(x_{2}\right)$, for otherwise we would have $f\left[g\left(x_{1}\right)\right] \geqslant f\left[g\left(x_{2}\right)\right]$ or $x_{1} \geqslant x_{2}$.

We now show that $g$ is continuous. Let $x_{0}$ be an interior point of $J$ and suppose $y_{0}=g\left(x_{0}\right)$ or, equivalently, $x_{0}=f\left(y_{0}\right)$. Let $x_{1}^{\prime}$ and $x_{2}^{\prime}$ be points of $J$ such that $x_{1}^{\prime}<x_{0}<x_{2}^{\prime}$. Then the points $y_{1}^{\prime}=g\left(x_{1}^{\prime}\right)$ and $y_{2}^{\prime}=g\left(x_{2}^{\prime}\right)$ of $I$ are such that $y_{1}^{\prime}<y_{0}<y_{2}^{\prime}$. Hence $y_{0}$ is an interior point of $I$. Now let $\varepsilon>0$ be given and chosen so small that $y_{0}-\varepsilon$ and $y_{0}+\varepsilon$ are points of $I$. We define $x_{1}=f\left(y_{0}-\varepsilon\right)$ and $x_{2}=f\left(y_{0}+\varepsilon\right)$. See Figure 4.5. Since $g$ is increasing,

$$
y_{0}-\varepsilon=g\left(x_{1}\right) \leqslant g(x) \leqslant g\left(x_{2}\right)=y_{0}+\varepsilon \quad \text { for all } x \text { such that } x_{1} \leqslant x \leqslant x_{2} .
$$

Because $y_{0}=g\left(x_{0}\right)$ the above inequalities may be written

$$
\begin{equation*}
g\left(x_{0}\right)-\varepsilon \leqslant g(x) \leqslant g\left(x_{0}\right)+\varepsilon \quad \text { for } \quad x_{1} \leqslant x \leqslant x_{2} \tag{4.12}
\end{equation*}
$$

Choosing $\delta$ as the minimum of the distances $x_{2}-x_{0}$ and $x_{0}-x_{1}$, we obtain

$$
\left|g(x)-g\left(x_{0}\right)\right|<\varepsilon \quad \text { whenever } \quad\left|x-x_{0}\right|<\delta .
$$

That is, $g$ is continuous at $x_{0}$, an arbitrary interior point of $J$. A slight modification of the above argument shows that if the range $J$ contains its endpoints, then $g$ is continuous on the right at $c$ and continuous on the left at $d$.

The proof of Theorem 4.17 for functions which are decreasing is completely analogous. In this case the inverse function $g$ is also decreasing. If the function $f$ in the Inverse function theorem has a derivative, then the following result on the differentiability of the inverse function $g$ holds.

Theorem 4.18 (Inverse differentiation theorem). Suppose that $f$ satisfies the hypotheses of Theorem 4.17. Assume that $x_{0}$ is a point of J such that $f^{\prime}\left[g\left(x_{0}\right)\right]$ is defined and is different from zero. Then $g^{\prime}\left(x_{0}\right)$ exists and

$$
\begin{equation*}
g^{\prime}\left(x_{0}\right)=\frac{1}{f^{\prime}\left[g\left(x_{0}\right)\right]} \tag{4.13}
\end{equation*}
$$

Proof. From Theorem 4.17 we have Formula (4.11)

$$
f[g(x)]=x
$$

Using the Chain rule as given in Problem 10 of Section 4.1, we conclude that $g^{\prime}\left(x_{0}\right)$ exists and

$$
f^{\prime}\left[g\left(x_{0}\right)\right] g^{\prime}\left(x_{0}\right)=1
$$

Since $f^{\prime} \neq 0$ by hypothesis, the result follows.
Remarks. It is most often the case that a function $f$ is not always increasing or always decreasing. In such situations the inverse relation of $f$ may be
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analyzed as follows: First find the intervals $I_{1}, I_{2}, \ldots$ on each of which $f$ is always increasing or always decreasing. Denote by $f_{i}$ the function $f$ restricted to the interval $I_{i}, i=1,2, \ldots$. Then the inverse of each $f_{i}$ is a function which we denote $g_{i}$. These inverses may be analyzed separately and differentiation applied to the formulas $f_{i}\left[g_{i}(x)\right]=x, i=1,2, \ldots$.

For example, suppose $f: x \rightarrow x^{2}$ is defined on $I=\{x:-\infty<x<\infty\}$. Then $f$ is increasing on the interval $I_{1}=\{x: 0 \leqslant x<\infty\}$ and decreasing on $I_{2}=\{x:-\infty<x \leqslant 0\}$. The restriction of $f$ to $I_{1}$, denoted $f_{1}$, has the inverse $g_{1}: x \rightarrow \sqrt{x}$ with domain $J_{1}=\{x: 0 \leqslant x<\infty\}$. The restriction of $f$ to $I_{2}$, denoted $f_{2}$, has the inverse $g_{2}: x \rightarrow-\sqrt{x}$, also with domain $J_{1}$. Equations (4.11) become in these two cases:

$$
\begin{aligned}
(\sqrt{x})^{2}=x & \text { for } x \in J_{1}, & \sqrt{x^{2}}=x & \text { for } x \in I_{1}, \\
(-\sqrt{x})^{2}=x & \text { for } x \in J_{1}, & -\sqrt{x^{2}}=x & \text { for } x \in I_{2} .
\end{aligned}
$$

The inverse relation of $f$ is $g_{1} \cup g_{2}$. See Figure 4.6.

## Problems

In each of Problems 1 through 12 a function $f$ is given. Find the intervals $I_{1}, I_{2}, \ldots$ on which $f$ is either increasing or decreasing, and find the corresponding intervals $J_{1}, J_{2}, \ldots$ on which the inverses are defined. Plot a graph of $f$ and the inverse functions $g_{1}, g_{2}, \ldots$ corresponding to $J_{1}, J_{2}, \ldots$. Find expressions for each $g_{i}$ when possible.

1. $f: x \rightarrow x^{2}+2 x+2$
2. $f: x \rightarrow\left(x^{2} / 2\right)+3 x-4$
3. $f: x \rightarrow 4 x-x^{2}$
4. $f: x \rightarrow 2-x-\left(x^{2} / 2\right)$
5. $f: x \rightarrow 2 x /(x+2)$
6. $f: x \rightarrow(1+x) /(1-x)$
7. $f: x \rightarrow(4 x) /\left(x^{2}+1\right)$
8. $f: x \rightarrow(x-1)^{3}$
9. $f: x \rightarrow x^{3}+3 x$
10. $f: x \rightarrow\left(2 x^{3} / 3\right)+x^{2}-4 x+1$
11. $f: x \rightarrow x^{3}+3 x^{2}-9 x+4$
12. $f: x \rightarrow\left(x^{4} / 4\right)+\left(x^{3} / 3\right)-x^{2}+2 / 3$
13. Suppose that $f$ and $g$ are increasing on an interval $I$ and that $f(x)>g(x)$ for all $x \in I$. Denote the inverses of $f$ and $g$ by $F$ and $G$ and their domains by $J_{1}$ and $J_{2}$, respectively. Prove that $F(x)<G(x)$ for each $x \in J_{1} \cap J_{2}$.
In each of Problems 14 through 18 a function $f$ is given which is increasing or decreasing on $I$. Hence there is an inverse function $g$. Compute $f^{\prime}$ and $g^{\prime}$ and verify Formula (4.13) of the Inverse differentiation theorem.
14. $f: x \rightarrow 4 x /\left(x^{2}+1\right), I=\left\{x: \frac{1}{2}<x<\infty\right\}$
15. $f: x \rightarrow(x-1)^{3}, I=\{x: 1<x<\infty\}$
16. $f: x \rightarrow x^{3}+3 x, I=\{x:-\infty<x<\infty\}$
17. $f: x \rightarrow \sin x, I=\{x: \pi / 2<x<\pi\}$
18. $f: x \rightarrow e^{3 x}, I=\{x:-\infty<x<\infty\}$
19. In the Inverse function theorem show that if the range $J$ contains its endpoints, then $g$ is continuous on the right at $c$ and continuous on the left at $d$.
20. Given the function

$$
f: x \rightarrow \begin{cases}x \sin (1 / x), & 0<x \leqslant 1 \\ 0, & x=0,\end{cases}
$$

describe the intervals $I_{1}, I_{2}, \ldots$, and the corresponding intervals $J_{1}, J_{2}, \ldots$ for which the Inverse function theorem holds.

## CHAPTER 5

## Elementary Theory of Integration

### 5.1. The Darboux Integral for Functions on $\mathbb{R}^{1}$

The reader is undoubtedly familiar with the idea of integral and with methods of performing integrations. In this section we define integral precisely and prove the basic theorems which justify the processes of integration employed in a first course in calculus.

Let $f$ be a bounded function whose domain is a closed interval $I=$ $\{x: a \leqslant x \leqslant b\}$. We subdivide $I$ by introducing points $t_{1}, t_{2}, \ldots, t_{n-1}$ which are interior to $I$. Setting $a=t_{0}$ and $b=t_{n}$ and ordering the points so that $t_{0}<t_{1}<t_{2}<\cdots<t_{n}$, we denote by $I_{1}, I_{2}, \ldots, I_{n}$ the intervals $I_{i}=$ $\left\{x: t_{i-1} \leqslant x \leqslant t_{i}\right\}$. Two successive intervals have exactly one point in common. (See Figure 5.1.) We call such a decomposition of $I$ into subintervals a subdivision of $I$, and we use the symbol $\Delta$ to indicate such a subdivision.

Since $f$ is bounded on $I$, it has a least upper bound (l.u.b.), denoted by $M$. The greatest lower bound (g.l.b.) of $f$ on $I$ is denoted by $m$. Similarly, $M_{i}$ and $m_{i}$ denote the l.u.b. and g.l.b., respectively, of $f$ on $I_{i}$. The length of the interval $I_{i}$ is $t_{i}-t_{i-1}$; it is denoted by $l\left(I_{i}\right)$.

Definitions. The upper Darboux sum of $f$ with respect to the subdivision $\Delta$, denoted $S^{+}(f, \Delta)$, is defined by

$$
\begin{equation*}
S^{+}(f, \Delta)=\sum_{i=1}^{n} M_{i} l\left(I_{i}\right) . \tag{5.1}
\end{equation*}
$$

Similarly the lower Darboux sum, denoted $S_{-}(f, \Delta)$, is defined by

$$
\begin{equation*}
S_{-}(f, \Delta)=\sum_{i=1}^{n} m_{i} l\left(I_{i}\right) . \tag{5.2}
\end{equation*}
$$



Figure 5.1. A subdivision of $I$.

Figure 5.2 shows the significance of a typical term in $S^{+}$and one in $S_{-}$in case $f(x)>0$ for $x$ on $I$.

Suppose $\Delta$ is a subdivision $a=t_{0}<t_{1}<\cdots<t_{n-1}<t_{n}=b$, with the corresponding intervals denoted $I_{1}, I_{2}, \ldots, I_{n}$. We obtain a new subdivision by introducing additional subdivision points between the various $\left\{t_{i}\right\}$. This new subdivision will have subintervals $I_{1}^{\prime}, I_{2}^{\prime}, \ldots, I_{m}^{\prime}$ each of which is a part (or all) of one of the subintervals of $\Delta$. We denote this new subdivision $\Delta^{\prime}$ and call it a refinement of $\Delta$.

Suppose that $\Delta_{1}$ with subintervals $I_{1}, I_{2}, \ldots, I_{n}$ and that $\Delta_{2}$ with subintervals $J_{1}, J_{2}, \ldots, J_{m}$ are two subdivisions of an interval $I$. We get a new subdivision of $I$ by taking all the endpoints of the subintervals of both $\Delta_{1}$ and $\Delta_{2}$, arranging them in order of increasing size, and then labelling each subinterval having as its endpoints two successive subdivision points. Such a subdivision is called the common refinement of $\Delta_{1}$ and $\Delta_{2}$, and each subinterval of this new subdivision is of the form $I_{i} \cap J_{k}, i=1,2, \ldots, n, k=$ $1,2, \ldots, m$. Each $I_{i} \cap J_{k}$ is either empty or entirely contained in a unique subinterval $\left(I_{i}\right)$ of $\Delta_{1}$ and a unique subinterval $\left(J_{k}\right)$ of $\Delta_{2}$. An illustration of such a common refinement is exhibited in Figure 5.3.

Theorem 5.1. Suppose that $f$ is a bounded function with domain $I=\{x: a \leqslant$ $x \leqslant b\}$. Let $\Delta$ be a subdivision of $I$ and suppose that $M$ and $m$ are the least upper
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Figure 5.3. A common refinement.
bound and greatest lower bound of $f$ on $I$, respectively. Then
(a)

$$
m(b-a) \leqslant S_{-}(f, \Delta) \leqslant S^{+}(f, \Delta) \leqslant M(b-a)
$$

(b) If $\Delta^{\prime}$ is a refinement of $\Delta$, then

$$
S_{-}(f, \Delta) \leqslant S_{-}\left(f, \Delta^{\prime}\right) \leqslant S^{+}\left(f, \Delta^{\prime}\right) \leqslant S^{+}(f, \Delta)
$$

(c) If $\Delta_{1}$ and $\Delta_{2}$ are any two subdivisions of $I$, then

$$
S_{-}\left(f, \Delta_{1}\right) \leqslant S^{+}\left(f, \Delta_{2}\right) .
$$

Proof
(a) From the definition of least upper bound and greatest lower bound, we have

$$
m \leqslant m_{i} \leqslant M_{i} \leqslant M, \quad i=1,2, \ldots, n .
$$

Also, $b-a=\sum_{i=1}^{n} l\left(I_{i}\right)$. Thus the inequalities in Part (a) are an immediate consequence of the definition of $S^{+}$and $S_{-}$as given in Equations (5.1) and (5.2):

$$
\begin{aligned}
m(b-a) & =\sum_{i=1}^{n} m l\left(I_{i}\right) \leqslant \sum_{i=1}^{n} m_{i} l\left(I_{i}\right)=S_{-}(f, \Delta) \\
& \leqslant S^{+}(f, \Delta)=\sum_{i=1}^{n} M_{i} l\left(I_{i}\right) \leqslant M(b-a)
\end{aligned}
$$

(b) To prove Part (b), let $\Delta_{i}$ be the subdivision of $I_{i}$ which consists of all those intervals of $\Delta^{\prime}$ which lie in $I_{i}$. Since each interval of $\Delta^{\prime}$ is in a unique $\Delta_{i}$ we have, applying Part (a) to each $\Delta_{i}$,

$$
\begin{aligned}
S_{-}(f, \Delta) & =\sum_{i=1}^{n} m_{i} l\left(I_{i}\right) \leqslant \sum_{i=1}^{n} S_{-}\left(f, \Delta_{i}\right)=S_{-}\left(f, \Delta^{\prime}\right) \\
& \leqslant S^{+}\left(f, \Delta^{\prime}\right)=\sum_{i=1}^{n} S^{+}\left(f, \Delta_{i}\right) \leqslant \sum_{i=1}^{n} M_{i} l\left(I_{i}\right)=S^{+}(f, \Delta) .
\end{aligned}
$$

(c) To prove Part (c), let $\Delta$ be the common refinement of $\Delta_{1}$ and $\Delta_{2}$. Then, using the result in Part (b), we find

$$
S_{-}\left(f, \Delta_{1}\right) \leqslant S_{-}(f, \Delta) \leqslant S^{+}(f, \Delta) \leqslant S^{+}\left(f, \Delta_{2}\right)
$$

Definitions. If $f$ is a function on $\mathbb{R}^{1}$ which is defined and bounded on $I=$ $\{x: a \leqslant x \leqslant b\}$, we define its upper and lower Darboux integrals by

$$
\begin{array}{ll}
\int_{a}^{b} f(x) d x=\inf S^{+}(f, \Delta) & \text { for all subdivisions } \Delta \text { of } I \\
\int_{a}^{b} f(x) d x=\sup S_{-}(f, \Delta) & \text { for all subdivisions } \Delta \text { of } I .
\end{array}
$$

If

$$
\overline{\int_{a}^{b}} f(x) d x=\int_{a}^{b} f(x) d x
$$

we say that $f$ is Darboux integrable, or just integrable, on $I$ and we designate the common value by

$$
\int_{a}^{b} f(x) d x
$$

The following results are all direct consequences of the above definitions.
Theorem 5.2. If $m \leqslant f(x) \leqslant M$ for all $x \in I=\{x: a \leqslant x \leqslant b\}$, then

$$
m(b-a) \leqslant \int_{a}^{b} f(x) d x \leqslant \int_{a}^{b} f(x) d x \leqslant M(b-a) .
$$

Proof. Let $\Delta_{1}$ and $\Delta_{2}$ be subdivisions of $I$. Then from Parts (a) and (c) of Theorem 5.1, it follows that

$$
m(b-a) \leqslant S_{-}\left(f, \Delta_{1}\right) \leqslant S^{+}\left(f, \Delta_{2}\right) \leqslant M(b-a)
$$

We keep $\Delta_{1}$ fixed and let $\Delta_{2}$ vary over all possible subdivisions. Thus $S^{+}\left(f, \Delta_{2}\right)$ is always larger than or equal to $S_{-}\left(f, \Delta_{1}\right)$, and so its greatest lower bound is always larger than or equal to $S_{-}\left(f, \Delta_{1}\right)$. We conclude that

$$
m(b-a) \leqslant S_{-}\left(f, \Delta_{1}\right) \leqslant \int_{a}^{b} f(x) d x \leqslant M(b-a)
$$

Now letting $\Delta_{1}$ vary over all possible subdivisions, we see that the least upper bound of $S_{-}\left(f, \Delta_{1}\right)$ cannot exceed $\int_{a}^{b} f(x) d x$. The conclusion of the theorem follows.

Corollary. If $m \leqslant f(x) \leqslant M$ for all $x \in I=\{x: a \leqslant x \leqslant b\}$, and $f$ is Darboux integrable, then

$$
m(b-a) \leqslant \int_{a}^{b} f(x) d x \leqslant M(b-a)
$$

The next theorem establishes simple properties of upper and lower Darboux integrals. We first prove the following elementary facts about the supremum and infimum of functions.

Lemma 5.1. Suppose that $f$ is a bounded function on an interval $I=\{x: a \leqslant$ $x \leqslant b\}$. Let $k$ be a real number and define $g(x)=k f(x)$.
(i) Suppose $k>0$. Then $\inf _{x \in I} g(x)=k \inf _{x \in I} f(x)$ and $\sup _{x \in I} g(x)=$ $k \sup _{x \in I} f(x)$.
(ii) Suppose $k<0$. Then $\inf _{x \in I} g(x)=k \sup _{x \in I} f(x)$ and $\sup _{x \in I} g(x)=$ $k \inf _{x \in I} f(x)$.

Proof. We prove the last statement in Part (ii), the other proofs being similar. Let $m=\inf f(x)$ for $x \in I$. Then $f(x) \geqslant m$ for all $x \in I$. Since $k<0$, we have $g(x)=k f(x) \leqslant k m$ for all $x \in I$. Hence

$$
\begin{equation*}
\sup g(x) \leqslant k m \tag{5.3}
\end{equation*}
$$

To show $\sup g(x)=k m$, let $\varepsilon>0$ be given. Then there is an $x_{0} \in I$ such that $f\left(x_{0}\right)<m-(\varepsilon / k)$. Consequently, since $k<0$, we find

$$
g\left(x_{0}\right)=k f\left(x_{0}\right)>k m-\varepsilon .
$$

Since $\varepsilon$ is arbitrary, we obtain

$$
\begin{equation*}
\sup g(x) \geqslant k m \tag{5.4}
\end{equation*}
$$

The result follows from Inequalities (5.3) and (5.4).

Theorem 5.3. Assuming that all functions below are bounded, we have the following formulas:
(a) If $g(x)=k f(x)$ for all $x \in I=\{x: a \leqslant x \leqslant b\}$ and $k$ is a positive number, then
(i) $\int_{a}^{b} g(x) d x=k \underline{\int}_{a}^{b} f(x) d x$ and $\int_{a}^{b} g(x) d x=k \overline{\int_{a}^{b}} f(x) d x$.

If $k<0$, then
(ii) $\int_{a}^{b} g(x) d x=k \bar{\int}_{a}^{b} f(x) d x$ and $\overline{\int_{a}^{b}} g(x) d x=k \underline{\int}_{a}^{b} f(x) d x$.
(b) If $h(x)=f_{1}(x)+f_{2}(x)$ for all $x \in I$, then
(i) $\int_{a}^{b} h(x) d x \geqslant \int_{a}^{l} f_{1}(x) d x+\int_{a}^{b} f_{2}(x) d x$.
(ii) $\bar{\int}_{a}^{b} h(x) d x \leqslant \bar{\int}_{a}^{b} f_{1}(x) d x+\bar{\int}_{a}^{b} f_{2}(x) d x$.
(c) If $f_{1}(x) \leqslant f_{2}(x)$ for all $x \in I$, then
(i) $\int_{a}^{b} f_{1}(x) d x \leqslant \int_{a}^{b} f_{2}(x) d x$ and
(ii) $\bar{\int}_{a}^{b} f_{1}(x) d x \leqslant \bar{\int}_{a}^{b} f_{2}(x) d x$.
(d) If $a<b<c$ and $f$ is bounded on $I^{\prime}=\{x: a \leqslant x \leqslant c\}$, then
(i) $\int_{a}^{c} f(x) d x=\underline{\int}_{a}^{b} f(x) d x+\int_{b}^{c} f(x) d x$ and
(ii) $\bar{\int}_{a}^{c} f(x) d x=\bar{\int}_{a}^{b} f(x) d x+\bar{\int}_{b}^{c} f(x) d x$.

We shall prove (i) of Part (a) and (ii) of Part (d), the proofs of the remaining parts being similar.

Proof of (i) of Part (a). Let $\Delta$ be any subdivision of $I$ with subintervals $I_{1}$, $I_{2}, \ldots, I_{n}$. Denote by $m_{i}$ and $M_{i}$ the inf $f$ and $\sup f$ on $I_{i}$, respectively. Similarly, $\tilde{m}_{i}$ and $\tilde{M}_{i}$ are the corresponding values for $g$ on $I_{i}$. Since $k>0$, Lemma 5.1 shows that $\tilde{m}_{i}=k m_{i}$ and $\tilde{M}_{i}=k M_{i}$. Hence

$$
\sup S_{-}(g, \Delta)=\sup k S_{-}(f, \Delta)=k \sup S_{-}(f, \Delta)
$$

Therefore

$$
\int_{a}^{b} g d x=k \int_{\underline{a}}^{b} f d x
$$

Proof of (ii) of Part (d). Let $\varepsilon>0$ be given. Since $\int_{a}^{b} f(x) d x$ is defined as a greatest lower bound over all subdivisions, there is a subdivision $\Delta_{1}$ of $I=\{x: a \leqslant x \leqslant b\}$ such that

$$
\begin{equation*}
S^{+}\left(f, \Delta_{1}\right)<\int_{a}^{b} f(x) d x+\frac{1}{2} \varepsilon \tag{5.5}
\end{equation*}
$$

Similarly, there is a subdivision $\Delta_{2}$ of $I^{\prime \prime}=\{x: b \leqslant x \leqslant c\}$ such that

$$
\begin{equation*}
S^{+}\left(f, \Delta_{2}\right)<\int_{b}^{c} f(x) d x+\frac{1}{2} \varepsilon \tag{5.6}
\end{equation*}
$$

Let $\Delta$ be the subdivision of $I^{\prime}=\{x: a \leqslant x \leqslant c\}$ consisting of all subintervals of $\Delta_{1}$ and $\Delta_{2}$. Then because of (5.5) and (5.6)

$$
\begin{aligned}
\int_{a}^{c} f(x) d x & \leqslant S^{+}(f, \Delta) \\
& =S^{+}\left(f, \Delta_{1}\right)+S^{+}\left(f, \Delta_{2}\right) \\
& <\int_{a}^{b} f(x) d x+\int_{b}^{c} f(x) d x+\frac{1}{2} \varepsilon+\frac{1}{2} \varepsilon .
\end{aligned}
$$

Since these inequalities are true for every $\varepsilon>0$, we conclude that

$$
\begin{equation*}
\overline{\int_{a}^{c}} f(x) d x \leqslant \int_{a}^{b} f(x) d x+\int_{b}^{c} f(x) d x \tag{5.7}
\end{equation*}
$$

We now show that the reverse inequality also holds. Let $\varepsilon>0$ be given. Then, by definition, there is a subdivision $\Delta$ of $I^{\prime}$ such that

$$
S^{+}(f, \Delta)<\int_{a}^{c} f(x) d x+\varepsilon
$$
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We make a refinement of $\Delta$ by introducing into $\Delta$ one more subdivision point-namely $b$. Calling this refinement $\Delta^{\prime}$, we know that $S^{+}\left(f, \Delta^{\prime}\right) \leqslant$ $S^{+}(f, \Delta)$. Next denote by $\Delta_{1}$ the subintervals of $\Delta^{\prime}$ contained in $I$, and by $\Delta_{2}$ the subintervals of $\Delta^{\prime}$ contained in $I^{\prime \prime}$. (See Figure 5.4.) Then

$$
\begin{aligned}
\int_{a}^{b} f(x) d x+\int_{b}^{c} f(x) d x & \leqslant S^{+}\left(f, \Delta_{1}\right)+S^{+}\left(f, \Delta_{2}\right) \\
& =S^{+}\left(f, \Delta^{\prime}\right) \\
& \leqslant S^{+}(f, \Delta) \\
& <\int_{a}^{c} f(x) d x+\varepsilon
\end{aligned}
$$

Since these inequalities are true for every $\varepsilon>0$, it follows that

$$
\int_{a}^{b} f(x) d x+\int_{b}^{c} f(x) d x \leqslant \int_{a}^{c} f(x) d x .
$$

Combining this with Inequality (5.7) we get the result for upper integrals.
Corollary. If the functions considered in Theorem 5.3 are Darboux integrable, the following formulas hold:
(a) If $g(x)=k f(x)$ and $k$ is any constant, then

$$
\int_{a}^{b} g(x) d x=k \int_{a}^{b} f(x) d x
$$

(b) If $h(x)=f_{1}(x)+f_{2}(x)$, then

$$
\int_{a}^{b} h(x) d x=\int_{a}^{b} f_{1}(x) d x+\int_{a}^{b} f_{2}(x) d x .
$$

(c) If $f_{1}(x) \leqslant f_{2}(x)$ for all $x \in I$, then

$$
\int_{a}^{b} f_{1}(x) d x \leqslant \int_{a}^{b} f_{2}(x) d x .
$$

(d) Suppose $f$ is Darboux integrable on $I_{1}=\{x: a \leqslant x \leqslant b\}$ and on $I_{2}=$
$\{x: b \leqslant x \leqslant c\}$. Then it is Darboux integrable on $I=\{x: a \leqslant x \leqslant c\}$, and

$$
\begin{equation*}
\int_{a}^{c} f(x) d x=\int_{a}^{b} f(x) d x+\int_{b}^{c} f(x) d x \tag{5.8}
\end{equation*}
$$

It is useful to make the definitions

$$
\int_{a}^{a} f(x) d x=0 \text { and } \int_{b}^{a} f(x) d x=-\int_{a}^{b} f(x) d x
$$

Then Formula (5.8) above is valid whether or not $b$ is between $a$ and $c$ so long as all the integrals exist.

Theorem 5.4. If $f$ is integrable on an interval $I$, then it is integrable on every subinterval $I^{\prime}$ contained in $I$.

The proof of this result is left to the reader.
It is important to be able to decide when a particular function is integrable. The next theorem gives a necessary and sufficient condition for integrability.

Theorem 5.5. Suppose that $f$ is bounded on an interval $I=\{x: a \leqslant x \leqslant b\}$. Then $f$ is integrable $\Leftrightarrow$ for every $\varepsilon>0$ there is a subdivision $\Delta$ of $I$ such that

$$
\begin{equation*}
S^{+}(f, \Delta)-S_{-}(f, \Delta)<\varepsilon \tag{5.9}
\end{equation*}
$$

Proof. Suppose that Condition (5.9) holds. Then from the definitions of upper and lower Darboux integrals, we have

$$
\int_{a}^{b} f(x) d x-\int_{a}^{b} f(x) d x \leqslant S^{+}(f, \Delta)-S_{-}(f, \Delta)<\varepsilon
$$

Since this inequality holds for every $\varepsilon>0$ and the left side of the inequality is independent of $\varepsilon$, it follows that

$$
\overline{\int_{a}^{b}} f(x) d x-\int_{a}^{b} f(x) d x=0
$$

Hence $f$ is integrable.
Now assume $f$ is integrable; we wish to establish Inequality (5.9). For any $\varepsilon>0$ there are subdivisions $\Delta_{1}$ and $\Delta_{2}$ such that

$$
\begin{equation*}
S^{+}\left(f, \Delta_{1}\right)<\int_{a}^{b} f(x) d x+\frac{1}{2} \varepsilon \quad \text { and } \quad S_{-}\left(f, \Delta_{2}\right)>\int_{a}^{b} f(x) d x-\frac{\varepsilon}{2} \tag{5.10}
\end{equation*}
$$

We choose $\Delta$ as the common refinement of $\Delta_{1}$ and $\Delta_{2}$. Then (from Theorem 5.1)

$$
S^{+}(f, \Delta)-S_{-}(f, \Delta) \leqslant S^{+}\left(f, \Delta_{1}\right)-S_{-}\left(f, \Delta_{2}\right)
$$

Substituting Inequalities (5.10) into the above expression and using the fact that $\int_{a}^{b} f(x) d x=\int_{a}^{b} f(x) d x$, we obtain $S^{+}(f, \Delta)-S_{-}(f, \Delta)<\varepsilon$, as required.

Corollary 1. If $f$ is continuous on the closed interval $I=\{x: a \leqslant x \leqslant b\}$, then $f$ is integrable.

Corollary 2. If $f$ is monotone on the closed interval $I=\{x: a \leqslant x \leqslant b\}$, then $f$ is integrable.

Proof of Corollary 1 (Sketch). The function $f$ is uniformly continuous and hence for any $\varepsilon>0$ there is a $\delta$ such that

$$
|f(x)-f(y)|<\frac{\varepsilon}{b-a} \quad \text { whenever } \quad|x-y|<\delta
$$

Choose a subdivision $\Delta$ of $I$ so that no subinterval of $\Delta$ has length larger than $\delta$. This allows us to establish Formula (5.9) and the result follows from Theorem 5.5.

The proof of Corollary 2 is left to the reader. See Problem 9 at the end of the section and the hint given there.

Remark. In Corollaries 1 and 2 it is essential that the interval $I$ is closed. For example, the function $f: x \rightarrow 1 / x$ is both continuous and monotone on the half-open interval $I=\{x: 0<x \leqslant 1\}$. However, $f$ is not integrable there; it is not bounded there. Also, as the reader knows,

$$
\left.\int_{\varepsilon}^{1} \frac{1}{x} d x=\log x\right]_{\varepsilon}^{1}=-\log \varepsilon
$$

The integral tends to infinity as $\varepsilon \rightarrow 0$. It is easy to verify directly that $S^{+}(f, \Delta)=$ $+\infty$ for every subdivision of $I$.

Theorem 5.6 (Mean-value theorem for integrals). Suppose that $f$ is continuous on $I=\{x: a \leqslant x \leqslant b\}$. Then there is $a$ number $\xi$ in $I$ such that

$$
\int_{a}^{b} f(x) d x=f(\xi)(b-a) .
$$

Proof. According to the Corollary to Theorem 5.2, we have

$$
\begin{equation*}
m(b-a) \leqslant \int_{a}^{b} f(x) d x \leqslant M(b-a) \tag{5.11}
\end{equation*}
$$

where $m$ and $M$ are the minimum and maximum of $f$ on $I$, respectively. From the Extreme-value theorem (Theorem 3.12) there are numbers $x_{0}$ and $x_{1} \in I$ such that $f\left(x_{0}\right)=m$ and $f\left(x_{1}\right)=M$. From Inequalities (5.11) it follows that

$$
\int_{a}^{b} f(x) d x=A(b-a)
$$

where $A$ is a number such that $f\left(x_{0}\right) \leqslant A \leqslant f\left(x_{1}\right)$. Then the Intermediate-
value theorem (Theorem 3.3) shows that there is a number $\xi \in I$ such that $f(\xi)=A$.

We now present two forms of the Fundamental theorem of calculus, a result which shows that differentiation and integration are inverse processes.

Theorem 5.7 (Fundamental theorem of calculus-first form). Suppose that $f$ is continuous on $I=\{x: a \leqslant x \leqslant b\}$, and that $F$ is defined by

$$
F(x)=\int_{a}^{x} f(t) d t
$$

Then $F$ is continuous on $I$ and $F^{\prime}(x)=f(x)$ for each $x \in I_{1}=\{x: a<x<b\}$.
Proof. Since $f$ is integrable on every subinterval of $I$, we have

$$
\int_{a}^{x+h} f(t) d t=\int_{a}^{x} f(t) d t+\int_{x}^{x+h} f(t) d t
$$

or

$$
F(x+h)=F(x)+\int_{x}^{x+h} f(t) d t .
$$

We apply the Mean-value theorem for integrals to the last term on the right, getting

$$
\frac{F(x+h)-F(x)}{h}=f(\xi)
$$

where $\xi$ is some number between $x$ and $x+h$. Now, let $\varepsilon>0$ be given. There is a $\delta>0$ such that $|f(y)-f(x)|<\varepsilon$ for all $y$ on $I_{1}$ (taking $\xi=y$ ) with $|y-x|<\delta$. Thus, if $0<|h|<\delta$, we find that

$$
\left|\frac{F(x+h)-F(x)}{h}-f(x)\right|=|f(\xi)-f(x)|<\varepsilon
$$

since $|\xi-x| \leqslant|h|<\delta$. Since this is true for each $\varepsilon>0$, the result follows.
Theorem 5.8 (Fundamental theorem of calculus-second form). Suppose that $f$ and $F$ are continuous on $I=\{x: a \leqslant x \leqslant b\}$ and that $F^{\prime}(x)=f(x)$ for each $x \in I_{1}=\{x: a<x<b\}$. Then

$$
\int_{a}^{b} f(x) d x=F(b)-F(a) .
$$

The proof is left to the reader. See Problem 20 at the end of the section and the hint given there.

Suppose that $f$ is a nonnegative integrable function defined on $I=$ $\{x: a \leqslant x \leqslant b\}$. We are familiar with the fact that

$$
\begin{equation*}
\int_{a}^{b} f(x) d x \tag{5.12}
\end{equation*}
$$



Figure 5.5
gives the area under the curve, as shown in Figure 5.5. In elementary courses, the definition of area is usually discussed intuitively. The area of rectangles, polygons, circles, etc. are determined by formulas and a precise definition of the area of more general regions is usually omitted. One way to proceed would use Integral (5.12) as a definition of the area of the region shown in Figure 5.5. Then more general regions can be decomposed into subregions each of the type shown in the figure, and the area of the entire region is taken as the sum of the areas of its constituent parts.

A more satisfactory approach starts from the basic principle that a square of one unit length on each side has an area of one square unit. This fact together with a limiting principle allows us to develop a precise definition of area-one which agrees fully with our intuition. We provide the details in Section 5.4.

## Problems

1. Compute $S^{+}(f, \Delta)$ and $S_{-}(f, \Delta)$ for the function $f: x \rightarrow x^{2}$ defined on $I=$ $\{x: 0 \leqslant x \leqslant 1\}$ where $\Delta$ is the subdivision of $I$ into 5 subintervals of equal size.
2. (a) Given the function $f: x \rightarrow x^{3}$ defined on $I=\{x: 0 \leqslant x \leqslant 1\}$. Suppose $\Delta$ is a subdivision and $\Delta^{\prime}$ is a refinement of $\Delta$ which adds one more point. Show that

$$
S^{+}\left(f, \Delta^{\prime}\right)<S^{+}(f, \Delta) \quad \text { and } \quad S_{-}\left(f, \Delta^{\prime}\right)>S_{-}(f, \Delta)
$$

(b) Give an example of a function $f$ defined on $I$ such that

$$
S^{+}\left(f, \Delta^{\prime}\right)=S^{+}(f, \Delta) \quad \text { and } \quad S_{-}\left(f, \Delta^{\prime}\right)=S_{-}(f, \Delta)
$$

for the two subdivisions in Part (a).
(c) If $f$ is a strictly increasing continuous function on $I$ show that $S^{+}\left(f, \Delta^{\prime}\right)<$ $S^{+}(f, \Delta)$ where $\Delta^{\prime}$ is any refinement of $\Delta$.
3. If $g(x)=k f(x)$ for all $x \in I=\{x: a \leqslant x \leqslant b\}$, show that (Theorem 5.3(a)):

$$
\int_{a}^{b} g(x) d x=k \int_{a}^{b} f(x) d x \text { if } k<0 .
$$

4. (a) If $h(x)=f_{1}(x)+f_{2}(x)$ for $x \in I=\{x: a \leqslant x \leqslant b\}$, show that (Theorem 5.3(b))

$$
\begin{aligned}
& \int_{a}^{b} h(x) d x \geqslant \underline{\int_{a}^{b}} f_{1}(x) d x+\underline{\int}_{a}^{b} f_{2}(x) d x, \\
& \overline{\int_{a}^{b}} h(x) d x \leqslant \overline{\int_{a}^{b}} f_{1}(x) d x+{\overline{\int_{a}^{b}}}_{a}^{b} f_{2}(x) d x .
\end{aligned}
$$

(b) If $f_{1}$ and $f_{2}$ are Darboux integrable, show that

$$
\int_{a}^{b} h(x) d x=\int_{a}^{b} f_{1}(x) d x+\int_{a}^{b} f_{2}(x) d x .
$$

5. If $f_{1}(x) \leqslant f_{2}(x)$ for $x \in I=\{x: a \leqslant x \leqslant b\}$, show that (Theorem 5.3(c))

$$
\int_{a}^{b} f_{1}(x) d x \leqslant \int_{a}^{b} f_{2}(x) d x \text { and } \int_{a}^{b} f_{1}(x) d x \leqslant \int_{a}^{b} f_{2}(x) d x .
$$

If $f_{1}$ and $f_{2}$ are Darboux integrable conclude that

$$
\int_{a}^{b} f_{1}(x) d x \leqslant \int_{a}^{b} f_{2}(x) d x
$$

6. Show that

$$
\int_{a}^{c} f(x) d x=\int_{a}^{b} f(x) d x+\int_{b}^{c} f(x) d x
$$

whether or not $b$ is between $a$ and $c$ so long as all three integrals exist.
7. Suppose that $f$ is integrable on $I=\{x: a \leqslant x \leqslant b\}$. Let $I^{\prime}=\{x: \alpha \leqslant x \leqslant \beta\}$ be a subinterval of $I$. Prove that $f$ is integrable on $I^{\prime}$ (Theorem 5.4). [Hint: With $a<\alpha<\beta<b$, extend Theorem 5.3(d) to three intervals. Then subtract the lower integrals from the upper ones.]
8. Complete the proof of Corollary 1 to Theorem 5.5.
9. If $f$ is increasing on the interval $I=\{x: a \leqslant x \leqslant b\}$, show that $f$ is integrable. (Corollary 2 to Theorem 5.5.) [Hint: Use the formula

$$
\left.S^{+}(f, \Delta)-S_{-}(f, \Delta)=\sum_{i=1}^{n}\left[f\left(x_{i}\right)-f\left(x_{i-1}\right)\right] l\left(I_{i}\right) \cdot\right]
$$

Replace each $l\left(I_{i}\right)$ by the length of the longest subinterval getting an inequality, and then observe that the terms "telescope."
10. A function $f$ defined on an interval $I$ is called a step-function if and only if $I$ can be subdivided into a finite number of subintervals $I_{1}, I_{2}, \ldots, I_{n}$ such that $f(x)=c_{i}$ for all $x$ interior to $I_{i}$ where the $c_{i}, i=1,2, \ldots, n$, are constants. Prove that every step-function is integrable (whatever values $f(x)$ has at the endpoints of the $I_{i}$ ) and find a formula for the value of the integral.
11. Given the function $f$ defined on $I=\{x: 0 \leqslant x \leqslant 1\}$ by the formula

$$
f(x)= \begin{cases}1 & \text { if } x \text { is rational } \\ 0 & \text { if } x \text { is irrational. }\end{cases}
$$

Prove that $\int_{0}^{1} f(x) d x=0$ and $\bar{\int}_{0}^{1} f(x) d x=1$.
12. Suppose that $f$ is a bounded function on $I=\{x: a \leqslant x \leqslant b\}$. Let $M=\sup f(x)$ and $m=\inf f(x)$ for $x \in I$. Also, define $M^{*}=\sup |f(x)|$ and $m^{*}=\inf |f(x)|$ for $x \in I$.
(a) Show that $M^{*}-m^{*} \leqslant M-m$.
(b) If $f$ and $g$ are nonnegative bounded functions on $I$ and $N=\sup g(x)$, $n=\inf g(x)$ for $x \in I$, show that

$$
\sup f(x) g(x)-\inf f(x) g(x) \leqslant M N-m n .
$$

13. (a) Suppose that $f$ is bounded and integrable on $I=\{x: a \leqslant x \leqslant b\}$. Prove that $|f|$ is integrable on $I$. [Hint: See Problem 12(a).]
(b) Show that $\left|\int_{b}^{a} f(x) d x\right| \leqslant \int_{a}^{b}|f(x)| d x$.
14. Suppose that $f$ and $g$ are nonnegative bounded, and integrable on $I=\{x: a \leqslant$ $x \leqslant b\}$. Prove that $f g$ is integrable on $I$. [Hint: See Problem 12(b).]
15. Suppose that $f$ is defined on $I=\{x: 0 \leqslant x \leqslant 1\}$ by the formula

$$
f(x)= \begin{cases}\frac{1}{2^{n}} & \text { if } x=\frac{j}{2^{n}} \text { where } j \text { is an odd integer } \\ & \text { and } 0<j<2^{n}, n=1,2, \ldots, \\ 0 & \text { otherwise. }\end{cases}
$$

Determine whether or not $f$ is integrable and prove your result.
16. Suppose that $f$ and $g$ are positive and continuous on $I=\{x: a \leqslant x \leqslant b\}$. Prove that there is a number $\xi \in I$ such that

$$
\int_{a}^{b} f(x) g(x) d x=f(\xi) \int_{a}^{b} g(x) d x .
$$

[Hint: Use the Intermediate-value theorem and see Problem 5.]
17. Suppose that $f$ is continuous on $I=\{x: a \leqslant x \leqslant b\}$ except at an interior point $c$. If $f$ is also bounded on $I$, prove that $f$ is integrable on $I$. Show that the value of $f$ at $c$ does not affect the value of $\int_{a}^{b} f(x) d x$. Conclude that the value of $f$ at any finite number of points cannot affect the value of the integral of $f$.
18. Suppose that $f$ is continuous, nonnegative and not identically zero on $I=$ $\{x: a \leqslant x \leqslant b\}$. Prove that $\int_{a}^{b} f(x) d x>0$. Is the result true if $f$ is not continuous but only integrable on $I$ ?
19. Suppose that $f$ is continuous on $I=\{x: a \leqslant x \leqslant b\}$ and that $\int_{a}^{b} f(x) g(x) d x=0$ for every function $g$ continuous on I. Prove that $f(x) \equiv 0$ on $I$.
20. Prove Theorem 5.8. [Hint: Write

$$
F(b)-F(a)=\sum_{i=1}^{n}\left\{F\left(x_{i}\right)-F\left(x_{i-1}\right)\right\}
$$

for some subdivision of I. Apply the Mean-value theorem to each term in the sum.]
21. Suppose that $f$ is continuous on $I=\{x: a \leqslant x \leqslant b\}$ and that $\int_{a}^{b} f(x) d x=0$. If $f$ is nonnegative on $I$ show that $f \equiv 0$.
22. Given $f$ defined on $I=\{x: a \leqslant x \leqslant b\}$. Suppose $\int_{a}^{b} f^{2}(x) d x$ exists. Does it follow that $\int_{a}^{b} f(x) d x$ exists?

### 5.2. The Riemann Integral

In addition to the development of the integral by the method of Darboux, there is a technique due to Riemann, which starts with a direct approximation of the integral by a sum. The main result of this section shows that the two definitions of integral are equivalent.

Definitions. Suppose that $\Delta$ is a subdivision of $I=\{x: a \leqslant x \leqslant b\}$ with subintervals $I_{1}, I_{2}, \ldots, I_{n}$. We call the mesh of the subdivision $\Delta$ the length of the largest subinterval among $l\left(I_{1}\right), l\left(I_{2}\right), \ldots, l\left(I_{n}\right)$. The mesh is denoted by $\|\Delta\|$. Suppose that $f$ is defined on $I$ and that $\Delta$ is a subdivision. In each subinterval of $\Delta$ we choose a point $x_{i} \in I_{i}$. The quantity

$$
\sum_{i=1}^{n} f\left(x_{i}\right) l\left(I_{i}\right)
$$

is called a Riemann sum.
For nonnegative functions it is intuitively clear that a Riemann sum with very small mesh gives a good approximation to the area under the curve. (See Figure 5.6.)

Definitions. Suppose that $f$ is defined on $I=\{x: a \leqslant x \leqslant b\}$. Then $f$ is Riemann integrable on $I$ if and only if there is a number $A$ with the following property: for every $\varepsilon>0$ there is a $\delta>0$ such that for every subdivision $\Delta$ with mesh less than $\delta$, the inequality

$$
\begin{equation*}
\left|\sum_{i=1}^{n} f\left(x_{i}\right) l\left(I_{i}\right)-A\right|<\varepsilon \tag{5.13}
\end{equation*}
$$

holds for every possible choice of $x_{i}$ in $I_{i}$. The quantity $A$ is called the Riemann integral of $f$.


Figure 5.6. A Riemann sum.

Theorem 5.9. The Riemann integral of a function is unique.
The proof of Theorem 5.9 follows the outline of the proof of Theorem 2.1 on the uniqueness of limits, and is left to the reader. (See Problem 6 at the end of the section and the hint given there.)

Theorem 5.10. If $f$ is Riemann integrable on $I=\{x: a \leqslant x \leqslant b\}$, then $f$ is bounded on I.

Proof. In the definition of Riemann integral, choose $\varepsilon=1$ and let $\Delta$ be a subdivision such that Inequality (5.13) holds. We have

$$
\left|\sum_{i=1}^{n} f\left(x_{i}\right) l\left(I_{i}\right)-A\right|<1 \quad \text { and } \quad\left|\sum_{i=1}^{n} f\left(x_{i}^{\prime}\right) l\left(I_{i}\right)-A\right|<1
$$

where $x_{1}, x_{2}, \ldots, x_{n}$ and $x_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{n}^{\prime}$ are any points of $I$ such that $x_{i}$ and $x_{i}^{\prime}$ are in $I_{i}$. Therefore

$$
\left|\sum_{i=1}^{n} f\left(x_{i}\right) l\left(I_{i}\right)-\sum_{i=1}^{n} f\left(x_{i}^{\prime}\right) l\left(I_{i}\right)\right|<2 .
$$

Now select $x_{i}=x_{i}^{\prime}$ for $i=2,3, \ldots, n$. Then the above inequality becomes

$$
\left|f\left(x_{1}\right)-f\left(x_{1}^{\prime}\right)\right| l\left(I_{1}\right)<2 \Leftrightarrow\left|f\left(x_{1}\right)-f\left(x_{1}^{\prime}\right)\right|<\frac{2}{l\left(I_{1}\right)}
$$

Using the general inequality $|\alpha|-|\beta|<|\alpha-\beta|$, we obtain

$$
\left|f\left(x_{1}\right)\right|<\frac{2}{l\left(I_{1}\right)}+\left|f\left(x_{1}^{\prime}\right)\right|
$$

Fix $x_{1}^{\prime}$ and observe that the above inequality is valid for every $x_{1} \in I_{1}$. Hence $f$ is bounded on $I_{1}$. Now the same argument can be made for $I_{2}, I_{3}$, $\ldots, I_{n}$. Therefore $f$ is bounded on $I$.

Theorem 5.11. If $f$ is Riemann integrable on $I=\{x: a \leqslant x \leqslant b\}$, then $f$ is Darboux integrable on I. Letting A denote the Riemann integral, we have

$$
A=\int_{a}^{b} f(x) d x
$$

Proof. In Formula (5.13), we may replace $\varepsilon$ by $\varepsilon / 4$ for a subdivision $\Delta$ with sufficiently small mesh:

$$
\begin{equation*}
\left|\sum_{i=1}^{n} f\left(x_{i}\right) l\left(I_{i}\right)-A\right|<\frac{\varepsilon}{4} \tag{5.14}
\end{equation*}
$$

Let $M_{i}$ and $m_{i}$ denote the least upper bound and greatest lower bound, respectively, of $f$ in $I_{i}$. Then there are points $x_{i}^{\prime}$ and $x_{i}^{\prime \prime}$ such that

$$
f\left(x_{i}^{\prime}\right)>M_{i}-\frac{\varepsilon}{4(b-a)} \quad \text { and } \quad f\left(x_{i}^{\prime \prime}\right)<m_{i}+\frac{\varepsilon}{4(b-a)} .
$$

These inequalities result just from the definition of l.u.b. and g.l.b. Then we have

$$
\begin{aligned}
S^{+}(f, \Delta) & =\sum_{i=1}^{n} M_{i} l\left(I_{i}\right)<\sum_{i=1}^{n}\left[f\left(x_{i}^{\prime}\right)+\frac{\varepsilon}{4(b-a)}\right] l\left(I_{i}\right) \\
& =\sum_{i=1}^{n} f\left(x_{i}^{\prime}\right) l\left(I_{i}\right)+\frac{1}{4} \varepsilon .
\end{aligned}
$$

Hence, using Inequality (5.14), we find

$$
\begin{equation*}
S^{+}(f, \Delta)<A+\frac{\varepsilon}{4}+\frac{\varepsilon}{4}=A+\frac{\varepsilon}{2} \tag{5.15}
\end{equation*}
$$

Similarly,

$$
\begin{aligned}
S_{-}(f, \Delta) & =\sum_{i=1}^{n} m_{i} l\left(I_{i}\right)>\sum_{i=1}^{n}\left[f\left(x_{i}^{\prime \prime}\right)-\frac{\varepsilon}{4(b-a)}\right] l\left(I_{i}\right) \\
& =\sum_{i=1}^{n} f\left(x_{i}^{\prime \prime}\right) l\left(I_{i}\right)-\frac{1}{4} \varepsilon
\end{aligned}
$$

and

$$
\begin{equation*}
S_{-}(f, \Delta)>A-\frac{\varepsilon}{2} \tag{5.16}
\end{equation*}
$$

Subtraction of Inequality (5.16) from Inequality (5.15) yields

$$
S^{+}(f, \Delta)-S_{-}(f, \Delta)<\varepsilon
$$

and so $f$ is Darboux integrable. Furthermore, these inequalities show that

$$
A=\int_{a}^{b} f(x) d x
$$

In order to show that every Darboux integrable function is Riemann integrable, we need the following technical result.

Lemma 5.2. Suppose $f$ is defined and bounded on $[a, b]$. Then for each $\varepsilon>0$ there is a $\delta>0$ such that

$$
\begin{equation*}
S^{+}(f, \Delta)<\int_{a}^{b} f(x) d x+\varepsilon \quad \text { and } \quad S_{-}(f, \Delta)>\int_{a}^{b} f(x) d x-\varepsilon \tag{5.17}
\end{equation*}
$$

for every subdivision $\Delta$ of mesh $<\delta$.
Proof. We shall show that for each $\varepsilon>0$, there is a $\delta_{1}>0$ such that the first of Inequalities (5.17) holds for all subdivisions of mesh less than $\delta_{1}$; a similar proof would show that there is a $\delta_{2}>0$ such that the second of inequalities (5.17) holds. Then $\delta$ may be chosen as the smaller of $\delta_{1}$ and $\delta_{2}$.

To prove the first statement above, let $\varepsilon>0$ be given. There is a subdivision $\Delta_{0}=\left\{I_{1}, \ldots, I_{k}\right\}$, where $k \geqslant 2$ and $I_{i}=\left[t_{i-1}, t_{i}\right]$ and $a=t_{0}<t_{1}<\cdots<t_{k}=$
$b$, such that

$$
\begin{equation*}
S^{+}\left(f, \Delta_{0}\right)<\int_{a}^{b} f(x) d x+\frac{\varepsilon}{2} \tag{5.18}
\end{equation*}
$$

Now, choose any number $\eta$ less than the minimum of $t_{i}-t_{i-1}$ and $\varepsilon / 2(k-1)(M-m)$; then let $\Delta$ be a subdivision of mesh $\leqslant \eta$. There are at most $k-1$ intervals of $\Delta$ which contain any points $t_{i}$ in their interiors. Let these intervals be denoted by $J_{1}, \ldots, J_{p}(p \leqslant k-1)$, and let the remaining intervals of $\Delta$ be $K_{1}, \ldots, K_{q}$. Let $\Delta^{\prime}$ be the common refinement of $\Delta_{0}$ and $\Delta$; then $\Delta^{\prime}$ consists of the intervals $K_{1}, \ldots, K_{q}$ and the $2 p$ intervals $J_{j}^{\prime}$ and $J_{j}^{\prime \prime}, j=1, \ldots, p$ into which each $J_{j}$ is divided by the point $t_{i}$ in it. We find

$$
\begin{align*}
S^{+}(f, \Delta) & =\sum_{j=1}^{p} M_{j} l\left(J_{j}\right)+\sum_{k=1}^{q} M_{k}^{*} l\left(K_{k}\right) \\
S^{+}\left(f, \Delta^{\prime}\right) & =\sum_{j=1}^{p}\left[M_{j}^{\prime} l\left(J_{j}^{\prime}\right)+M_{j}^{\prime \prime} l\left(J_{j}^{\prime \prime}\right)\right]+\sum_{k=1}^{q} M_{k}^{*} l\left(K_{k}\right) \leqslant S^{+}\left(f, \Delta_{0}\right) \tag{5.19}
\end{align*}
$$

where $M_{j}, M_{j}^{\prime}, M_{j}^{\prime \prime}$, and $M_{k}^{*}$ are the least upper bounds of $f$ in the corresponding subintervals. Thus, since for each $j$,

$$
l\left(J_{j}\right)=l\left(J_{j}^{\prime}\right)+l\left(J_{j}^{\prime \prime}\right), \quad m \leqslant M_{j}, M_{j}^{\prime}, M_{j}^{\prime \prime} \leqslant M,
$$

we see that

$$
\begin{equation*}
S^{+}(f, \Delta)-S^{+}\left(f, \Delta^{\prime}\right) \leqslant(M-m) \sum_{j=1}^{p} l\left(J_{j}\right) \leqslant(k-1)(M-m) \cdot \eta<\frac{\varepsilon}{2} . \tag{5.20}
\end{equation*}
$$

Now, from Expressions (5.18), (5.19), and (5.20) it follows that

$$
S^{+}(f, \Delta)<S^{+}\left(f, \Delta_{0}\right)+\frac{\varepsilon}{2}<\int_{a}^{b} f(x) d x+\varepsilon
$$

Theorem 5.12. A function $f$ is Riemann integrable on $[a, b]$ if and only if it is Darboux integrable on $[a, b]$.

Proof. That Riemann integrability implies Darboux integrability is the content of Theorem 5.11. To show that a Darboux integrable function $f$ is Riemann integrable, let $\varepsilon>0$ be given and choose a $\delta$ so that the result of Lemma 5.2 above becomes applicable for a subdivision $\Delta$ with mesh less than $\delta$. We have

$$
\int_{a}^{b} f(x) d x-\varepsilon<S_{-}(f, \Delta) \leqslant \sum_{i=1}^{n} f\left(x_{i}\right) l\left(I_{i}\right) \leqslant S^{+}(f, \Delta)<\int_{a}^{b} f(x) d x+\varepsilon .
$$

Since $\varepsilon$ is arbitrary, we find

$$
\int_{a}^{b} f(x) d x=A
$$

where $A$ is the Riemann integral of $f$.

In light of Theorem 5.12 we shall now drop the terms Darboux and Riemann, and just refer to functions as integrable.

One of the most useful methods for performing integrations when the integrand is not in standard form is the method known as substitution. For example, we may sometimes be able to show that a complicated integral has the form

$$
\int_{a}^{b} f[u(x)] u^{\prime}(x) d x
$$

Then, if we set $u=u(x), d u=u^{\prime}(x) d x$, the above integral becomes

$$
\int_{u(a)}^{u(b)} f(u) d u,
$$

and this integral may be one we recognize as a standard integration. In an elementary course in calculus these substitutions are usually made without concern for their validity. The theoretical foundation for such processes is based on the next result.

Theorem 5.13. Suppose that $f$ is continuous on an open interval I. Let $u$ and $u^{\prime}$ be continuous on an open interval $J$, and assume that the range of $u$ is contained in I. If $a, b \in J$, then

$$
\begin{equation*}
\int_{a}^{b} f[u(x)] u^{\prime}(x) d x=\int_{u(a)}^{u(b)} f(u) d u \tag{5.21}
\end{equation*}
$$

Proof. Let $c \in I$ and define

$$
\begin{equation*}
F(u)=\int_{c}^{u} f(t) d t \tag{5.22}
\end{equation*}
$$

From the Fundamental theorem of calculus (Theorem 5.7), we have

$$
F^{\prime}(u)=f(u) .
$$

Defining $G(x)=F[u(x)]$, we employ the Chain rule to obtain

$$
G^{\prime}(x)=F^{\prime}[u(x)] u^{\prime}(x)=f[u(x)] u^{\prime}(x) .
$$

Since all functions under consideration are continuous, it follows that

$$
\begin{aligned}
\int_{a}^{b} f[u(x)] u^{\prime}(x) d x & =\int_{a}^{b} G^{\prime}(x) d x \\
& =G(b)-G(a) \\
& =F[u(b)]-F[u(a)] .
\end{aligned}
$$

From Equation (5.22) above, we see that

$$
F[u(b)]-F[u(a)]=\int_{c}^{u(b)} f(t) d t-\int_{c}^{u(a)} f(t) d t=\int_{u(a)}^{u(b)} f(t) d t
$$

and the theorem is proved.

## Problems

1. (a) Suppose that $f$ is continuous on $I=\{x: a \leqslant x \leqslant b\}$. Show that all upper and lower Darboux sums are Riemann sums.
(b) Suppose that $f$ is increasing on $I=\{x: a \leqslant x \leqslant b\}$. Show that all upper and lower Darboux sums are Riemann sums.
(c) Give an example of a bounded function $f$ defined on $I$ in which a Darboux sum is not a Riemann sum.
2. Suppose that $f$ is integrable on $I=\{x: a \leqslant x \leqslant b\}$, and suppose that $0<m \leqslant$ $f(x) \leqslant M$ for $x \in I$. Prove that $\int_{a}^{b}(1 / f(x)) d x$ exists.
3. Suppose that $u, u^{\prime}, v$, and $v^{\prime}$ are continuous on $I=\{x: a \leqslant x \leqslant b\}$. Establish the formula for integration by parts:

$$
\int_{a}^{b} u(x) v^{\prime}(x) d x=u(b) v(b)-u(a) v(a)-\int_{a}^{b} v(x) u^{\prime}(x) d x
$$

4. Suppose $u, v, w, u^{\prime}, v^{\prime}$, and $w^{\prime}$ are continuous on $I=\{x: a \leqslant x \leqslant b\}$. Establish the extended integration by parts formula:

$$
\begin{aligned}
\int_{a}^{b} u(x) v(x) w^{\prime}(x) d x= & u(b) v(b) w(b)-u(a) v(a) w(a)-\int_{a}^{b} u(x) v^{\prime}(x) w(x) d x \\
& -\int_{a}^{b} u^{\prime}(x) v(x) w(x) d x
\end{aligned}
$$

5. Give an example of a function $f$ defined on $I=\{x: 0 \leqslant x \leqslant 1\}$ such that $|f|$ is integrable but $f$ is not.
6. Show, from the definition, that the Riemann integral is unique (Theorem 5.9). [Hint: Assume that there are two different numbers $A$ and $A^{\prime}$ satisfying Inequality (5.13), and then reach a contradiction.]
7. Prove the following extension of Theorem 5.13. Suppose that $u$ is continuous for $a \leqslant x \leqslant b$, that $u^{\prime}$ is continuous only for $a<x<b$, and that $u^{\prime}$ tends to a limit both as $x \rightarrow a^{+}$and $x \rightarrow b^{-}$. Define (assuming $u(a)<u(b)$ )

$$
\begin{aligned}
& f_{0}(u)= \begin{cases}f(u) & \text { for } u(a) \leqslant u \leqslant u(b), \\
f[u(a)] & \text { for } u \leqslant u(a), \\
f[u(b)] & \text { for } u \geqslant u(b),\end{cases} \\
& u_{0}(x)= \begin{cases}u(x) & \text { for } a \leqslant x \leqslant b, \\
u(a)+u^{\prime}(a)(x-a) & \text { for } x \leqslant a, \\
u(b)+u^{\prime}(b)(x-b) & \text { for } x \geqslant b,\end{cases}
\end{aligned}
$$

where $u^{\prime}(a)$ and $u^{\prime}(b)$ are the limiting values of $u^{\prime}(x)$. Then Formula (5.21) holds.
8. State conditions on $u, v$, and $f$ such that the following formula is valid:

$$
\int_{a}^{b} f[u\{v(x)\}] u^{\prime}[v(x)] v^{\prime}(x) d x=\int_{u[v(a)]}^{u[v(b)]} f(u) d u
$$

9. Suppose that $f$ and $g$ are integrable on $I=\{x: a \leqslant x \leqslant b\}$. Then $f^{2}, g^{2}$, and $f g$ are integrable. (See Problem 14, Section 5.1.) Prove the Cauchy-Schwarz inequality

$$
\left[\int_{a}^{b} f(x) g(x) d x\right]^{2} \leqslant\left[\int_{a}^{b} f^{2}(x) d x\right]\left[\int_{a}^{b} g^{2}(x) d x\right] .
$$

[Hint: Set $\alpha=\int_{a}^{b} f^{2}(x) d x, \beta=\int_{a}^{b} f(x) g(x) d x$, and $\gamma=\int_{a}^{b} g^{2}(x) d x$ and observe that $\alpha z^{2}+2 \beta z+\gamma \geqslant 0$ for all real numbers $z$.]
10. Given $f$ on $I=\{x: a \leqslant x \leqslant b\}$. If $\int_{a}^{b} f^{3}(x) d x$ exists, does it follow that $\int_{a}^{b} f(x) d x$ exists?

### 5.3. The Logarithm and Exponential Functions

The logarithm function and the exponential function are undoubtedly familiar to the reader. In this section, we define these functions precisely and develop their principal properties.

Definitions. The natural logarithm function, denoted by log, is defined by the formula

$$
\log x=\int_{1}^{x} \frac{1}{t} d t, \quad x>0
$$

Theorem 5.14. Let $f: x \rightarrow \log x$ be defined for $x>0$ and suppose $a$ and $b$ are positive numbers. The following ten statements hold:
(i) $\log (a b)=\log a+\log b$.
(ii) $\log (a / b)=\log a-\log b$.
(iii) $\log 1=0$.
(iv) $\log \left(a^{r}\right)=r \log a$ for every rational number $r$.
(v) $f^{\prime}(x)=1 / x$.
(vi) $f$ is increasing and continuous on $I=\{x: 0<x<+\infty\}$.
(vii) $1 / 2 \leqslant \log 2 \leqslant 1$.
(viii) $\log x \rightarrow+\infty$ as $x \rightarrow+\infty$.
(ix) $\log x \rightarrow-\infty$ as $x \rightarrow 0^{+}$.
(x) The range of $f$ is all of $\mathbb{R}^{1}$.

Proof. To prove (i), we write

$$
\log (a b)=\int_{1}^{a b} \frac{1}{t} d t=\int_{1}^{a} \frac{1}{t} d t+\int_{a}^{a b} \frac{1}{t} d t .
$$

Changing variables in the last integral on the right by letting $u=t / a$, we see that

$$
\int_{a}^{a b} \frac{1}{t} d t=\int_{1}^{b} \frac{1}{u} d u
$$

Hence $\log (a b)=\log a+\log b$.

To prove (ii), apply (i) to $a=b \cdot(a / b)$ getting

$$
\log a=\log b+\log \left(\frac{a}{b}\right)
$$

which yields (ii).
To verify (iii), simply set $a=b$ in (ii).
To establish (iv) we proceed step by step. If $r$ is a positive integer, we get the result from (i) with $a=b$ and mathematical induction. For negative integers, write $a^{-n}=1 / a^{n}$ and employ (ii). Finally, if $r=p / q$ where $p$ and $q$ are integers, set $u=a^{1 / q}$, and thus $u^{q}=a$. Hence $q \log u=\log a$. Since

$$
a^{r}=a^{p / q}=u^{p}
$$

we find

$$
\log \left(a^{r}\right)=\log \left(u^{p}\right)=p \log u=\frac{p}{q} \log a=r \log a
$$

Statement ( v ) is simply a statement of the Fundamental theorem of calculus (Theorem 5.7).

As for (vi), $f$ is increasing since its derivative is positive; $f$ is continuous since every differentiable function is continuous.

To establish the inequalities in (vii), we use upper and lower Darboux sums to show that

$$
\frac{1}{2} \leqslant \int_{1}^{2} \frac{1}{t} d t \leqslant 1
$$

The details are left to the reader. (A graph of $f: t \rightarrow 1 / t$ makes the result evident. See Figure 5.7(a). A sketch of $f: x \rightarrow \log x$ is shown in Figure 5.7(b).)

To prove (viii), note that if $x>2^{n}, n$ a positive integer, then

$$
\log x>\log \left(2^{n}\right)=n \log 2 \geqslant \frac{1}{2} n
$$

(because of vi). Let $M$ be any positive number. Choose $n$ so that $n>2 M$; hence $\log x>M$ if $x>2^{n}$, and (viii) is established. Inequality (ix) is shown similarly by choosing $x<2^{-n}$.

The Intermediate-value theorem together with (viii) and (ix) allows us to deduce (x).

Since the logarithm function is increasing (item (vi) above), its inverse is a function; therefore, the following definition makes sense.

Definition. The inverse of the logarithm function is called the exponential function and is denoted by exp.

Theorem 5.15. If $f: x \rightarrow \exp x$ is the exponential function, the following nine statements hold:
(i) $f$ is continuous and increasing for all $x \in \mathbb{R}^{1}$; the range of $f$ is $I=\{x: 0<x<+\infty\}$.


Figure 5.7. The logarithm and its inverse.
(ii) $f^{\prime}(x)=\exp x$ for all $x$.
(iii) $\exp (x+y)=(\exp x) \cdot(\exp y)$.
(iv) $\exp (x-y)=(\exp x) /(\exp y)$.
(v) $\exp (r x)=(\exp x)^{r}$, for r rational.
(vi) $f(x) \rightarrow+\infty$ as $x \rightarrow+\infty$.
(vii) $f(x) \rightarrow 0$ as $x \rightarrow-\infty$.
(viii) $\log (\exp x)=x$ for all $x \in \mathbb{R}^{1}$ and $\exp (\log x)=x$ for all $x>0$.
(ix) If $a>0$ and $r$ is rational, then $\exp (r \log a)=a^{r}$.

Proof. Items (i) and (viii) are immediate consequences of the Inverse function theorem (Theorem 4.17).

To establish (ii), first set $y=\exp x$. From Theorem 4.18, $\exp$ is differentiable. By the Chain rule applied to $\log y=x$, it follows that

$$
\frac{1}{y} y^{\prime}=1 \quad \text { or } \quad y^{\prime}=y=\exp x
$$

To prove (iii), set $y_{1}=\exp x_{1}$ and $y_{2}=\exp x_{2}$. Then $x_{1}=\log y_{1}, x_{2}=$ $\log y_{2}$, and

$$
x_{1}+x_{2}=\log y_{1}+\log y_{2}=\log \left(y_{1} y_{2}\right) .
$$

Hence

$$
\exp \left(x_{1}+x_{2}\right)=y_{1} y_{2}=\left(\exp x_{1}\right)\left(\exp x_{2}\right) .
$$

The proof of (iv) is similar to the proof of (iii).
The formula in (v) is obtained by induction (as in the proof of part (iv) of Theorem 5.14). The proofs of (vi) and (vii) follow from the corresponding results for the logarithm function. See Figure 5.7 in which we note that since the exponential function is the inverse of the logarithm, it is the reflection of the logarithm function with respect to the line $y=x$.

Item (ix) is simply proved: $\exp (r \log a)=\exp \left(\log \left(a^{r}\right)\right)=a^{r}$, the first equality coming from Theorem 5.14, Part (iv) and the second from Part (viii) of this theorem.

Expressions of the form

$$
a^{x}, \quad a>0,
$$

for $x$ rational have been defined by elementary means. If $x=p / q$, then we merely take the $p$ th power of $a$ and then take the $q$ th root of the result. However, the definition of quantities such as

$$
3^{\sqrt{2}}, \quad(\sqrt{7})^{\pi}
$$

cannot be given in such an elementary way. For this purpose, we use the following technique, a standard one for extending the domain of a function from the rational numbers to the real numbers.

Definition. For $a>0$, and $x \in \mathbb{R}^{1}$, we define

$$
a^{x}=\exp (x \log a)
$$

Observe that when $x$ is rational this formula coincides with (ix) of Theorem 5.15 so that the definition is consistent with the basic idea of "raising to a power."

Theorem 5.16. Define $f: x \rightarrow a^{x}, a>0$. Then the following three statements hold:
(i) $f$ is positive and continuous for all $x \in \mathbb{R}^{1}$.
(ii) If $a \neq 1$, then the range of $f$ is $I=\{x: 0<x<+\infty\}$.
(iii) If $a>1$, then $f$ is increasing; if $a<1$, then $f$ is decreasing.

The proof of this theorem follows directly from the definition of $a^{x}$ and is left to the reader.

Definitions. If $b>0$ and $b \neq 1$, the function $\log _{b}$ (called logarithm to the base $b)$ is defined as the inverse of the function $f: x \rightarrow b^{x}$. When $b=10$ we call the function the common logarithm.

The next theorem describes many of the familiar properties of the logarithm to any base and of the function $a^{x}$. The proof is left to the reader.

Theorem 5.17. Let $a>0, b>0$ be fixed. Define $f: x \rightarrow a^{x}$. Then the following six statements hold:
(i) $a^{x} \cdot a^{y}=a^{x+y} ; a^{x} / a^{y}=a^{x-y} ;\left(a^{x}\right)^{y}=a^{x y} ;(a b)^{x}=a^{x} b^{x} ;(a / b)^{x}=a^{x} / b^{x}$.
(ii) $f^{\prime}(x)=a^{x} \log a$.
(iii) If $b \neq 1$, then $\log _{b} x=\log x / \log b$.
(iv) If $b \neq 1$, the function $g: x \rightarrow \log _{b} x$ is continuous for all $x \in I=$ $\{x: 0<x<+\infty\}$.
(v) If $a \neq 1, b \neq 1$, then $\log _{b} x=\left(\log _{a} x\right) \cdot\left(\log _{b} a\right)$.
(vi) If $b \neq 1, x>0, y>0$, then $\log _{b}(x y)=\log _{b} x+\log _{b} y ; \log _{b}(x / y)=$ $\log _{b} x-\log _{b} y ; \log _{b}\left(x^{y}\right)=y \log _{b} x ; \log _{b} 1=0$.

Definition. $e=\exp 1$.

Theorem 5.18. The following statements about the logarithm function and exponential function are valid:
(i) $\log _{e} x=\log x$ for all $x>0$.
(ii) $\exp x=e^{x}$ for all $x$.
(iii) Given $f: x \rightarrow x^{n}$ with $n$ an arbitrary real number, then $f^{\prime}(x)=n x^{n-1}$.
(iv) $\lim _{x \rightarrow 0^{+}}(1+x)^{1 / x}=e$.

Remarks. The proofs of these four statements are left to the reader. Statements (i) and (ii) are almost immediate consequences of the definitions. It is interesting to note that the formula in (iii) is almost always proved in elementary courses for $n$ a rational number, although the formula is frequently stated as being valid for all real numbers $n$. The proof of (iii) simply uses the definition: $x^{n}=\exp (n \log x)$. Then the Chain rule is used to differentiate $\exp (n \log x)$, from which the result follows. Similarly (iv) is established by writing $(1+x)^{1 / x}=\exp [(1 / x) \log (1+x)]$. Since exp is a continuous function, we compute the quantity $\lim _{x \rightarrow 0^{+}}[(1 / x) \log (1+x)]$. The expression $(1+x)^{1 / x}$ may be used to give an approximate value for $e$ if $x$ is small.

## Problems

1. Prove the three properties of the function $f: x \rightarrow a^{x}$ as stated in Theorem 5.16.
2. Show that the familiar "laws of exponents" are valid for the function $f: x \rightarrow a^{x}$. (Theorem 5.17, Part (i).)
3. Given $f: x \rightarrow a^{x}$, show that $f^{\prime}(x)=a^{x} \log a$. (Theorem 5.17, Part (ii).)
4. Given $f: x \rightarrow x^{n}$ with $n$ any real number; show that $f^{\prime}(x)=n x^{n-1}$. (Theorem 5.18, Part (iii).)
5. Show that $2<e<4$.
6. Prove that $\lim _{x \rightarrow 0^{+}}(1+x)^{1 / x}=e$. (Theorem 5.18, Part (iv).)
7. If $x>-1$, show that $\log (1+x) \leqslant x$.
8. Prove that $e^{x} \geqslant 1+x$ for all $x$.
9. Show that $F: x \rightarrow[1+(1 / x)]^{x}$ is an increasing function.
10. Given $f: x \rightarrow \log x$. From the definition of derivative, we know that

$$
\lim _{h \rightarrow 0} \frac{f(x+h)-f(x)}{h}=\frac{1}{x} .
$$

Use this fact to deduce that $\lim _{h \rightarrow 0}(1+h)^{1 / h}=e$.

### 5.4. Jordan Content and Area

In this section, we develop a precise theory of area of bounded sets of points in $\mathbb{R}^{1}$ (i.e., sets which are interior to some rectangle). We may think of $S$ as a reasonably simple region such as the set of points "inside and on the curve" in Figure 5.8, but what we do will apply equally well to any bounded set. Since


Figure 5.8. A grid in $R^{2}$.
$S$ is bounded, we may assume that every point $(x, y)$ of $S$ satisfies the conditions

$$
A<x<B \quad \text { and } C<y<D
$$

where $A, B, C$, and $D$ are integers; i.e., $(x, y)$ is interior to the rectangle bounded by the lines $x=A, x=B, y=C$, and $y=D$ (see Figure 5.8).

Now for each $n$, suppose that $\mathbb{R}^{2}$ is divided up into small squares of side $\left(\frac{1}{2}\right)^{n}$ by drawing all the lines $x=i / 2^{n}$ and $y=j / 2^{n}$ where $i$ and $j$ are integers; a typical square consists of all points $(x, y)$ for which

$$
\begin{equation*}
\frac{i-1}{2^{n}} \leqslant x \leqslant \frac{i}{2^{n}} \quad \text { and } \quad \frac{j-1}{2^{n}} \leqslant y \leqslant \frac{j}{2^{n}} \tag{5.23}
\end{equation*}
$$

Definitions. For a given $n$, these squares will be called the squares of the $n$th grid. For a given $n$, a square which lies entirely in $S$ is an inner square for $S$; any square which contains at least one point of $S$ is a covering square for $S$.

For each $n$, there are $4^{n}$ squares of the $n$th grid in each unit square and hence, since $A, B, C$, and $D$ are integers, there are $4^{n}(B-A)(D-C)$ such squares in the rectangle

$$
R=\{(x, y): A \leqslant x \leqslant B, C \leqslant y \leqslant D\}
$$

It is natural to consider the quantities.

$$
A_{n}^{-}(S)=\frac{1}{4^{n}} \quad \text { times the number of inner squares for } S
$$

and

$$
A_{n}^{+}(S)=\frac{1}{4^{n}} \quad \text { times the number of covering squares for } S
$$

Evidently $A_{n}^{-}(S)$ represents the "area" (yet to be defined) of the union of all the inner squares and $A_{n}^{+}(S)$ represents that of the union of the covering squares.

Lemma 5.3. Suppose that $S$ is interior to the rectangle $R$ above; i.e., if $(x, y) \in S$, then $A<x<B$ and $C<y<D$ and $A, B, C$, and $D$ are integers. Then each covering square $r$ for $S$ is contained in $R$.

Proof. Suppose $(x, y) \in S \cap r$ where

$$
\frac{i-1}{2^{n}} \leqslant x \leqslant \frac{i}{2^{n}} \text { and } \frac{j-1}{2^{n}} \leqslant y \leqslant \frac{j}{2^{n}} \text { for some } i \text { and } j .
$$

Since $A<x<B$, it follows that $i / 2^{n} \geqslant x>A$ or $i>2^{n} \cdot A$. Therefore $i-1 \geqslant$ $2^{n} \cdot A$ since $i$ and $A$ are integers. Likewise, the inequality $(i-1) / 2^{n} \leqslant x<B$ holds, so that $(i-1)<2^{n} \cdot B$ and therefore $i \leqslant 2^{n} \cdot B$. Consequently,

$$
A \leqslant \frac{i-1}{2^{n}}<\frac{i}{2^{n}} \leqslant B
$$

In a similar way it can be shown that

$$
C \leqslant \frac{j-1}{2^{n}}<\frac{j}{2^{n}} \leqslant D
$$

and so $r$ is in $R$.
Concerning the quantities $A_{n}^{-}(S)$ and $A_{n}^{+}(S)$, we have the following results:
Theorem 5.19. Suppose that $S$ is interior to the rectangle $R$ as in Lemma 5.3. Then
(a) $0 \leqslant A_{n}^{-}(S) \leqslant A_{n}^{+}(S) \leqslant(B-A)(D-C)$ for each $n$;
(b) $A_{n+1}^{-}(S) \geqslant A_{n}^{-}(S)$ for each $n$;
(c) $A_{n+1}^{+}(S) \leqslant A_{n}^{+}(S)$ for each $n$;
(d) the sequences $A_{n}^{-}(S)$ and $A_{n}^{+}(S)$ tend to limits, denoted by $A^{-}(S)$ and $A^{+}(S)$, respectively, and

$$
0 \leqslant A^{-}(S) \leqslant A^{+}(S) \leqslant(B-A)(D-C)
$$

(e) the quantities $A_{n}^{-}(S), A_{n}^{+}(S), A^{-}(S)$, and $A^{+}(S)$ are all independent of the size of the rectangle $R$ so long as $R$ contains $S$ in its interior.

Proof. Part (a) follows from the lemma, the definitions, and the fact that there are exactly $4^{n}(B-A)(D-C)$ squares of the $n$th grid in $R$. Part (b) follows since if $r$ is an inner square of the $n$th grid, the four squares of the $(n+1)$ st grid which constitute $r$ are all inner squares. Part (c) follows since if $r^{\prime}$ is a covering square of the $(n+1)$ st grid, then $r^{\prime}$ contains a point $(x, y)$ of $S$ so that the square $r$ of the $n$th grid which contains $r^{\prime}$ also contains $(x, y)$ and so is a covering square for $S$. Part (d) follows from Parts (a), (b), and (c) since the sequences are bounded and monotone; Part (e) is evident.

Definitions. The number $A^{-}(S)$ and $A^{+}(S)$ are called the inner and outer areas of $S$, respectively. In case $A^{-}(S)=A^{+}(S)$, we say that $S$ is a figure and define its area $A(S)$ as the common value of $A^{-}(S)$ and $A^{+}(S)$. The area of a set is also called the Jordan content.

Of course, if $S$ is too complicated, it can happen that $A^{-}(S)<A^{+}(S)$. As an example, let $S$ consist of all the points $(x, y)$ where $x$ and $y$ are both rational numbers with $0<x<1$ and $0<y<1$. Its inner area is zero since no square consists entirely of such points and its outer area is 1 since every square of the $n$th grid in $R=\{(x, y): 0 \leqslant x \leqslant 1,0 \leqslant y \leqslant 1\}$ contains such a point.

Since not every bounded set is a figure, it is important to prove theorems which will guarantee that a given set is a figure, for only then can we legitimately speak of its area. In order to state such theorems, we now introduce some additional terminology about sets in $\mathbb{R}^{2}$ : If $S_{1}$ and $S_{2}$ are sets, the difference $S_{1}-S_{2}$ ( or $S_{1} \sim S_{2}$ ) consists of all points in $S_{1}$ which are not in $S_{2}$. A point $P_{0}$ is an interior point of $S$ if and only if it is the center of an actual


Figure 5.9. $\left(x_{0}, y_{0}\right)$ is an interior point.
disk contained in $S$; the totality of interior points of $S$ is denoted by $S^{(0)}$. If $P_{1}\left(x_{1}, y_{1}\right)$ and $P_{2}\left(x_{2}, y_{2}\right)$ are any two points of $\mathbb{R}^{2}$, then

$$
\sqrt{\left(x_{1}-x_{2}\right)^{2}+\left(y_{1}-y_{2}\right)^{2}}
$$

is the Euclidean distance between $P_{1}$ and $P_{2}$. We denote it by $\left|P_{1} P_{2}\right|$. A point $P_{0}\left(x_{0}, y_{0}\right)$ is said to be a limit point of $S$ if and only if there is a sequence $\left\{P_{n}\left(x_{n}, y_{n}\right)\right\}$ of points of $S$ such that $P_{n} \neq P_{0}$ for each $n$ and $\left|P_{0} P_{n}\right|=$ $\sqrt{\left(x_{n}-x_{0}\right)^{2}+\left(y_{n}-y_{0}\right)^{2}} \rightarrow 0$; the union of a set $S$ and the set of all its limit points is called the closure of $S$ and is denoted by $\bar{S}$. If a set $S$ contains all its limit points, i.e., $S=\bar{S}$, then $S$ is said to be closed. The boundary of a set $S$ is the set $\bar{S}-S^{(0)}$.

Lemma 5.4. Let $R=\{(x, y): a \leqslant x \leqslant b$ and $c \leqslant y \leqslant d\}$ be a rectangle in $\mathbb{R}^{2}$. Then (i) $R$ is closed, and (ii) $R^{(0)}=\{(x, y): a<x<b$ and $c<y<d\}$.

Proof. The proof of Part (i) and the proof that $\{(x, y): a<x<b$ and $c<y<d\} \subset R^{(0)}$ are left to the reader (see Figure 5.9). To complete the proof of (ii), suppose $\left(x_{0}, y_{0}\right)$ is interior to $R$. Then all points $(x, y)$ such that $\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2} \leqslant \rho^{2}$ belong to $R$ for some $\rho>0$. In particular, the points $\left(x, y_{0}\right)$ with $x_{0}-\rho \leqslant x \leqslant x_{0}+\rho$ and the points $\left(x_{0}, y\right)$ with $y_{0}-\rho \leqslant$ $y \leqslant y_{0}+\rho$ (see Figure 5.9) all belong to $R$. Thus $a \leqslant x_{0}-\rho<x_{0}<x_{0}+$ $\rho \leqslant b$ and $c \leqslant y_{0}-\rho<y_{0}<y_{0}+\rho \leqslant d$. That is $R^{(0)} \subset\{(x, y): a<x<b$, $c<y<d\}$.

We now prove several intuitively evident, elementary theorems about area.
Theorem 5.20. Suppose that each of the sets $S_{1}, \ldots, S_{p}$ is bounded; some of them may intersect.
(a) If $S_{1} \subset S_{2}$, then $A^{-}\left(S_{1}\right) \leqslant A^{-}\left(S_{2}\right)$ and $A^{+}\left(S_{1}\right) \leqslant A^{+}\left(S_{2}\right)$.
(b) $A^{+}\left(S_{1} \cup \cdots \cup S_{p}\right) \leqslant A^{+}\left(S_{1}\right)+\cdots+A^{+}\left(S_{p}\right)$.
(c) If no two of the $S_{i}$ have common interior points, then

$$
A^{-}\left(S_{1} \cup \cdots \cup S_{p}\right) \geqslant A^{-}\left(S_{1}\right)+\cdots+A^{-}\left(S_{p}\right)
$$

(d) If each $S_{i}$ is a figure, then $S_{1} \cup \cdots \cup S_{p}$ is a figure and if no two of the $S_{i}$ have common interior points, then

$$
A\left(S_{1} \cup \cdots \cup S_{p}\right)=A\left(S_{1}\right)+\cdots+A\left(S_{p}\right)
$$

(e) If $R$ is a rectangle as in Lemma 5.4, then $R$ and $R^{(0)}$ are figures and

$$
A\left(R^{(0)}\right)=A(R)=(b-a)(d-c)
$$

Proof. (a) Each inner square for $S_{1}$ is an inner square for $S_{2}$, and each covering square for $S_{1}$ is one for $S_{2}$. Thus

$$
A_{n}^{-}\left(S_{1}\right) \leqslant A_{n}^{-}\left(S_{2}\right) \quad \text { and } \quad A_{n}^{+}\left(S_{1}\right) \leqslant A_{n}^{+}\left(S_{2}\right) \text { for each } n .
$$

Part (a) then follows from Theorem 5.19 and the limit of inequalities.
The proof of Part (b) is left to the reader.
To prove Part (c), suppose that $r$ is an inner square for some particular $S_{i}$. Then, of course, $r$ is an inner square for the union. Moreover, $r$ is not an inner square for any $S_{j}$ with $j \neq i$ for if it were, every interior point of $r$ would be an interior point of both $S_{i}$ and $S_{j}$ contrary to the hypotheses. Thus we must have

$$
\begin{equation*}
A_{n}^{-}\left(S_{1} \cup \cdots \cup S_{p}\right) \geqslant A_{n}^{-}\left(S_{1}\right)+\cdots+A_{n}^{-}\left(S_{p}\right) \text { for each } n \tag{5.24}
\end{equation*}
$$

(That the strict inequality may hold in Expression (5.24) is indicated in Figure 5.10.)

The proof of Part (d) is left to the reader.
We shall prove Part (e) for the rectangle $R$; the proof for $R^{(0)}$ is similar. For each $n$, let $i_{n}$ be the unique integer such that

$$
\frac{i_{n}-1}{2^{n}}<a \leqslant \frac{i_{n}}{2^{n}}
$$

and define

$$
a_{n}=\frac{i_{n}-1}{2^{n}}, \quad a_{n}^{\prime}=\frac{i_{n}}{2^{n}},
$$



Figure 5.10. $A_{n}^{-}\left(S_{1} \cup S_{2}\right)>A_{n}^{-}\left(S_{1}\right)+A_{n}^{-}\left(S_{2}\right)$.


Figure 5.11. $R=\{(x, y): a \leqslant x \leqslant b, c \leqslant y \leqslant d\}$.
(see Figure 5.11 ). In a similar way, define $b_{n}, b_{n}^{\prime}, c_{n}, c_{n}^{\prime}, d_{n}$, and $d_{n}^{\prime}$ so that

$$
\begin{equation*}
a_{n}<a \leqslant a_{n}^{\prime}, \quad b_{n}^{\prime} \leqslant b<b_{n}, \quad a_{n}^{\prime}-a_{n}=b_{n}-b_{n}^{\prime}=\left(\frac{1}{2}\right)^{n}, \quad \text { etc. } \tag{5.25}
\end{equation*}
$$

By counting the number of inner and covering squares, we obtain

$$
\begin{equation*}
A_{n}^{-}(R)=\left(b_{n}^{\prime}-a_{n}^{\prime}\right)\left(d_{n}^{\prime}-c_{n}^{\prime}\right) \quad \text { and } \quad A_{n}^{+}(R)=\left(b_{n}-a_{n}\right)\left(d_{n}-c_{n}\right) . \tag{5.26}
\end{equation*}
$$

From Expression (5.25), it follows that $a-\left(\frac{1}{2}\right)^{n} \leqslant a_{n}<a$, etc., so that $a_{n} \rightarrow a$, $a_{n}^{\prime} \rightarrow a$, etc., and Part (e) follows by passing to the limit in Equation (5.26).

We define a boundary square of the $n$th grid for $S$ to be a covering square for $S$ which is not an inner square. The shaded squares in Figure 5.8 are exactly the boundary squares for the set $S$ of that figure. The next lemma and theorem provide useful facts about the union and intersection of figures. Also, we observe the intuitively evident fact that the boundary of a figure must have zero area.

## Lemma 5.5

(a) A square $r$ of the $n$th grid is a boundary square for $S \Leftrightarrow r$ contains a point of $S$ and a point not in $S$.
(b) $A$ set $S$ is a figure $\Leftrightarrow$ the area of the union of its boundary squares of the $n$th grid $\rightarrow 0$ as $n \rightarrow \infty$.

The proof is left to the reader.
Theorem 5.21. Suppose that $S_{1}, \ldots, S_{p}$ are figures and $p \geqslant 2$. Then the union $S_{1} \cup \cdots \cup S_{p}$, the intersection $S_{1} \cap \cdots \cap S_{p}$, and the difference $S_{1}-S_{2}$ are all figures. The boundary of a figure has area zero.

Proof. We shall prove that $S_{1} \cup \cdots \cup S_{p}$ is a figure for the case $p=2$. The general result follows by induction. Let $r$ be a boundary square of the $n$th grid,
for $S_{1} \cup S_{2}$. Then $r$ contains a point $P$ in $S_{1} \cup S_{2}$ and a point $Q$ not in $S_{1} \cup S_{2}$. Then $P$ is in $S_{1}$ or $S_{2}$ or both and $Q$ is not in either $S_{1}$ or $S_{2}$. If $P \in S_{1}$, then $r$ is a boundary square for $S_{1}$; if $P \in S_{2}, r$ is one for $S_{2}$, and if $P$ is in both, then $r$ is one for both. Thus the number of boundary squares for $S_{1} \cup S_{2}$ is less than or equal to the number for $S_{1}$ plus the number for $S_{2}$. The result follows by dividing by $4^{n}$ and letting $n \rightarrow \infty$.

The proofs that $S_{1} \cap \cdots \cap S_{p}$ and $S_{1}-S_{2}$ are figures are similar to the above proof and are left to the reader. The proof that the boundary of a figure has zero area is also left to the reader.

## Problems

1. Let $R$ be the rectangle $R=\{(x, y): a \leqslant x \leqslant b, c \leqslant y \leqslant d\}$. Prove that $R$ is closed (Lemma 5.4(i)).
2. Show that the interior of the rectangle $R$ in Problem 1 is the set $R^{0}=$ $\{(x, y): a<x<b, c<y<d\}$ (Lemma 5.4(ii)).
3. Let $S_{1}$ and $S_{2}$ be bounded sets. Show that

$$
A^{+}\left(S_{1} \cup S_{2}\right) \leqslant A^{+}\left(S_{1}\right)+A^{+}\left(S_{2}\right)
$$

4. If $S_{1}$ and $S_{2}$ are figures which have no common interior points, show that

$$
A\left(S_{1} \cup S_{2}\right)=A\left(S_{1}\right)+A\left(S_{2}\right) .
$$

5. If $S_{1}$ and $S_{2}$ are figures, show that

$$
A\left(S_{1} \cup S_{2}\right)+A\left(S_{1} \cap S_{2}\right)=A\left(S_{1}\right)+A\left(S_{2}\right) .
$$

6. Show that a set $S$ in $\mathbb{R}^{2}$ is a figure if and only if the area of the union of its boundary squares of the $n$th grid tends to zero as $n \rightarrow \infty$ (Lemma 5.5(b)).
7. If $S_{1}, S_{2}, \ldots, S_{p}$ are figures, show that $S_{1} \cap S_{2} \cap \cdots \cap S_{p}$ is a figure.
8. If $S_{1}$ and $S_{2}$ are figures, show that $S_{1}-S_{2}$ is a figure.
9. Prove that the boundary of a figure $S$ in $\mathbb{R}^{2}$ has area zero.
10. Let $S$ be a set contained in a rectangle $R$ in $\mathbb{R}^{2}$. Show that

$$
A_{-}(S)=A(R)-A^{+}(R-S) .
$$

11. Prove the following theorem: Suppose that $f$ is defined and bounded on $[a, b]$, $c<f(x)$ for every $x$ on $[a, b]$, and suppose $F_{1}=\{(x, y): a \leqslant x \leqslant b, c \leqslant y<f(x)\}$ and $F_{2}=\{(x, y): a \leqslant x \leqslant b, c \leqslant y \leqslant f(x)$. Then (see Figure 5.12)

$$
\begin{aligned}
& \int_{a}^{b}[f(x)-c] d x \leqslant A^{-}\left(F_{1}\right) \leqslant A^{-}\left(F_{2}\right), \\
& \overline{\int_{a}^{b}}[f(x)-c] d x \geqslant A^{+}\left(F_{2}\right) \geqslant A^{+}\left(F_{1}\right) .
\end{aligned}
$$

[Hint: Define $g(x)=f(x)-c$. Let $\varepsilon>0$ be given. Then there is a subdivision $\Delta$ such that $S_{-}(g, \Delta)>\underline{\int}_{a}^{b} g(x) d x-\varepsilon$. Let $m_{i}=\inf g(x)$ on $I_{i}$. For each $i$, let $r_{i}=$


Figure 5.12
$\left\{(x, y): x \in I_{i}, c \leqslant y<m_{i}+c\right\}$. Then $r_{1} \cup r_{2} \cup \cdots \cup r_{n} \subset F_{1} \subset F_{2}$. Hence $A^{-}\left(F_{2}\right) \geqslant$ $A^{-}\left(F_{1}\right) \geqslant A\left(r_{1} \cup r_{2} \cup \cdots \cup r_{n}\right)=S_{-}(g, \Delta)>\underline{\int}_{a}^{b} g(x) d x-\varepsilon$.]
12. Prove the following theorem: Suppose $f$ and $g$ are integrable on $[a, b]$ and $f(x) \leqslant$ $g(x)$ on $[a, b]$. Suppose also that $S=\{(x, y): a \leqslant x \leqslant b, f(x) \leqslant y \leqslant g(x)\}$. Then $S$ is a figure and

$$
A(S)=\int_{a}^{b}[g(x)-f(x)] d x
$$

## CHAPTER 6

## Elementary Theory of Metric Spaces

### 6.1. The Schwarz and Triangle Inequalities; Metric Spaces

In Chapters 2 through 5 we developed many properties of functions from $\mathbb{R}^{1}$ into $\mathbb{R}^{1}$ with the purpose of proving the basic theorems in differential and integral calculus of one variable. The next step in analysis is the establishment of the basic facts needed in proving the theorems of calculus in two and more variables. One way would be to prove extensions of the theorems of Chapters $2-5$ for functions from $\mathbb{R}^{2}$ into $\mathbb{R}^{1}$, then for functions from $\mathbb{R}^{3}$ into $\mathbb{R}^{1}$, and so forth. However, all these results can be encompassed in one general theory obtained by introducing the concept of a metric space and by considering functions defined on one metric space with range in a second metric space. In this chapter we introduce the fundamentals of this theory and in the following two chapters the results are applied to differentiation and integration in Euclidean space in any number of dimensions.

We establish a simple version of the Schwarz inequality, one of the most useful inequalities in analysis.

Theorem 6.1 (Schwarz inequality). Let $x=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ and $y=$ $\left(y_{1}, y_{2}, \ldots, y_{N}\right)$ be elements of $\mathbb{R}^{N}$. Then

$$
\begin{equation*}
\left|\sum_{i=1}^{N} x_{i} y_{i}\right| \leqslant\left(\sum_{i=1}^{N} x_{i}^{2}\right)^{1 / 2}\left(\sum_{i=1}^{N} y_{i}^{2}\right)^{1 / 2} . \tag{6.1}
\end{equation*}
$$

The equality sign holds $\Leftrightarrow$ either all the $x_{i}$ are zero or there is a number $\lambda$ such that $y_{i}=\lambda x_{i}$ for $i=1,2, \ldots, N$.

Proof. If every $x_{i}$ is zero, then the equality sign in Expression (6.1) holds. Assume there is at least one $x_{i}$ not zero. We form the function

$$
f(\lambda)=\sum_{i=1}^{N}\left(y_{i}-\lambda x_{i}\right)^{2}
$$

which is nonnegative for all values of $\lambda$. We set

$$
A=\sum_{i=1}^{N} x_{i}^{2}, \quad B=\sum_{i=1}^{N} x_{i} y_{i}, \quad C=\sum_{i=1}^{N} y_{i}^{2}
$$

Then clearly,

$$
f(\lambda)=A \lambda^{2}-2 B \lambda+C \geqslant 0, \quad A>0 .
$$

From elementary calculus it follows that the nonnegative minimum value of the quadratic function $f(\lambda)$ is

$$
\frac{A C-B^{2}}{A}
$$

The statement $A C-B^{2} \geqslant 0$ is equivalent to Expression (6.1). The equality sign in Expression (6.1) holds if $f(\lambda)=0$ for some value of $\lambda$, say $\lambda_{1}$; in this case $y_{i}-\lambda_{1} x_{i}=0$ for every $i$.

We recall that in the Euclidean plane the length of any side of a triangle is less than the sum of the lengths of the other two sides. A generalization of this fact is known as the Triangle inequality. It is proved by means of a simple application of the Schwarz inequality.

Theorem 6.2 (Triangle inequality). Let $x=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ and $y=$ $\left(y_{1}, y_{2}, \ldots, y_{N}\right)$ be elements of $\mathbb{R}^{N}$. Then

$$
\begin{equation*}
\sqrt{\sum_{i=1}^{N}\left(x_{i}+y_{i}\right)^{2}} \leqslant \sqrt{\sum_{i=1}^{N} x_{i}^{2}}+\sqrt{\sum_{i=1}^{N} y_{i}^{2}} \tag{6.2}
\end{equation*}
$$

The equality sign in Expression (6.2) holds $\Leftrightarrow$ either all the $x_{i}$ are zero or there is a nonnegative number $\lambda$ such that $y_{i}=\lambda x_{i}$ for $i=1,2, \ldots, N$.

Proof. We have

$$
\sum_{i=1}^{N}\left(x_{i}+y_{i}\right)^{2}=\sum_{i=1}^{N}\left(x_{i}^{2}+2 x_{i} y_{i}+y_{i}^{2}\right)=\sum_{i=1}^{N} x_{i}^{2}+2 \sum_{i=1}^{N} x_{i} y_{i}+\sum_{i=1}^{N} y_{i}^{2}
$$

We apply the Schwarz inequality to the middle term on the right, obtaining

$$
\sum_{i=1}^{N}\left(x_{i}+y_{i}\right)^{2} \leqslant \sum_{i=1}^{N} x_{i}^{2}+2 \sqrt{\sum_{i=1}^{N} x_{i}^{2}} \sqrt{\sum_{i=1}^{N} y_{i}^{2}}+\sum_{i=1}^{N} y_{i}^{2}
$$

and so

$$
\sum_{i=1}^{N}\left(x_{i}+y_{i}\right)^{2} \leqslant\left(\sqrt{\sum_{i=1}^{N} x_{i}^{2}}+\sqrt{\sum_{i=1}^{N} y_{i}^{2}}\right)^{2} .
$$

Since the left side of this inequality is nonnegative, we may take the square root to obtain Expression (6.2).

If all $x_{i}$ are zero, then equality in Expression (6.2) holds. Otherwise, equality holds if and only if it holds in the application of Theorem 6.1. The nonnegativity of $\lambda$ is required to ensure that $2 \sum_{i=1}^{N} x_{i} y_{i}$ has all nonnegative terms when we set $y_{i}=\lambda x_{i}$.

Corollary. Let $x=\left(x_{1}, x_{2}, \ldots, x_{N}\right), y=\left(y_{1}, y_{2}, \ldots, y_{N}\right)$, and $z=\left(z_{1}, z_{2}, \ldots, z_{N}\right)$ be elements of $\mathbb{R}^{N}$. Then

$$
\begin{equation*}
\sqrt{\sum_{i=1}^{N}\left(x_{i}-z_{i}\right)^{2}} \leqslant \sqrt{\sum_{i=1}^{N}\left(x_{i}-y_{i}\right)^{2}}+\sqrt{\sum_{i=1}^{N}\left(y_{i}-z_{i}\right)^{2}} \tag{6.3}
\end{equation*}
$$

The equality sign in Expression (6.3) holds $\Leftrightarrow$ there is a number $r$ with $0 \leqslant r \leqslant 1$ such that $y_{i}=r x_{i}+(1-r) z_{i}$ for $i=1,2, \ldots, N$.

Proof. Setting $a_{i}=x_{i}-y_{i}$ and $b_{i}=y_{i}-z_{i}$ for $i=1,2, \ldots, N$, we see that Inequality (6.3) reduces to Inequality (6.2) for the elements $a=\left(a_{1}, \ldots, a_{N}\right)$ and $b=\left(b_{1}, b_{2}, \ldots, b_{N}\right)$. The number $r$ is $\lambda_{1} /\left(1+\lambda_{1}\right)$ in Theorem 6.1.

Remark. The Corollary to Theorem 6.2 is the familiar assertion that the sum of the lengths of any two sides of a triangle exceeds the length of the third side in Euclidean $N$-dimensional space. The equality sign in Expression (6.3) occurs when the three points all lie on the same line segment with $y$ falling between $x$ and $z$.

In this chapter we shall be concerned with sets or collections of elements, which may be chosen in any manner whatsoever. A set will be considered fully described whenever we can determine whether or not any given element is a member of the set.

Definition. Let $S$ and $T$ be sets. The Cartesian product of $S$ and $T$, denoted $S \times T$, is the set of all ordered pairs $(p, q)$ in which $p \in S$ and $q \in T$. The Cartesian product of any finite number of sets $S_{1}, S_{2}, \ldots, S_{N}$ is the set of ordered $N$-tuples $\left(p_{1}, p_{2}, \ldots, p_{N}\right)$ in which $p_{i} \in S_{i}$ for $i=1,2, \ldots, N$. We write $S_{1} \times$ $S_{2} \times \cdots \times S_{N}$.

Examples. (1) The space $\mathbb{R}^{N}$ is the Cartesian product $\mathbb{R}^{1} \times \mathbb{R}^{1} \times \cdots \times \mathbb{R}^{1}(N$ factors).
(2) The Cartesian product of $I_{1}=\{x: a \leqslant x \leqslant b\}$ and $I_{2}=\{x: c \leqslant x \leqslant d\}$ is the rectangle $T=\{(x, y): a \leqslant x \leqslant b, c \leqslant y \leqslant d\}$. That is,

$$
T=I_{1} \times I_{2}
$$

(3) The Cartesian product of the circle $C=\left\{(x, y): x^{2}+y^{2}=1\right\}$ with $\mathbb{R}^{1}$ yields a right circular cylinder $U$ in $\mathbb{R}^{3}$ :

$$
U=\left\{(x, y, z): x^{2}+y^{2}=1,-\infty<z<\infty\right\}=C \times \mathbb{R}^{1}
$$

Definition. Let $S$ be a set and suppose $d$ is a function with domain consisting of all pairs of points of $S$ and with range in $\mathbb{R}^{1}$. That is, $d$ is a function from $S \times S$ into $\mathbb{R}^{1}$. We say that $S$ and the function $d$ form a metric space when the function $d$ satisfies the following conditions:
(i) $d(x, y) \geqslant 0$ for all $(x, y) \in S \times S$; and $d(x, y)=0$ if and only if $x=y$.
(ii) $d(y, x)=d(x, y)$ for all $(x, y) \in S \times S$.
(iii) $d(x, z) \leqslant d(x, y)+d(y, z)$ for all $x, y, z$ in $S$. (Triangle inequality.)

The function $d$ satisfying Conditions (i), (ii), and (iii) is called the metric or distance function in $S$. Hence a metric space consists of the pair ( $S, d$ ).

Examples of metric spaces. (1) In the space $\mathbb{R}^{N}$, choose

$$
d(x, y)=\sqrt{\sum_{i=1}^{N}\left(x_{i}-y_{i}\right)^{2}}
$$

where $x=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ and $y=\left(y_{1}, y_{2}, \ldots, y_{N}\right)$. The function $d$ is a metric. Conditions (i) and (ii) are obvious, while (iii) is precisely the content of the Corollary to Theorem 6.2. The pair $\left(\mathbb{R}^{N}, d\right)$ is a metric space. This metric, known as the Euclidean metric, is the familiar one employed in two and three dimensional Euclidean geometry.
(2) In the space $\mathbb{R}^{N}$, choose

$$
d_{1}(x, y)=\max _{1 \leqslant i \leqslant N}\left|x_{i}-y_{i}\right|
$$

where $x=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ and $y=\left(y_{1}, y_{2}, \ldots, y_{N}\right)$. The reader can verify that $d_{1}$ is a metric. Therefore $\left(\mathbb{R}^{N}, d_{1}\right)$ is a metric space. We observe that this metric space is different from the space $\left(\mathbb{R}^{N}, d\right)$ exhibited in the first example.
(3) Let $S$ be any set. We define

$$
\bar{d}(x, y)= \begin{cases}0 & \text { if } x=y \\ 1 & \text { if } x \neq y\end{cases}
$$

Clearly, $\bar{d}$ is a metric and $(S, \bar{d})$ is a metric space. Thus any set may have a metric attached to it, and thereby become a metric space. When attaching a metric to a set, we say that the set or space is metrized. Of course, such a simple metric as $\bar{d}$ merely tells us whether or not two points coincide and is hardly useful.
(4) Let $\mathscr{C}$ be the collection of all continuous functions which have $I=$ $\{x: 0 \leqslant x \leqslant 1\}$ for domain and have range in $\mathbb{R}^{1}$. For any two elements $f, g$ in $\mathscr{C}$, define

$$
d(f, g)=\max _{0 \leqslant x \leqslant 1}|f(x)-g(x)| .
$$

It is not difficult to verify that $d$ is a metric. Hence $(\mathscr{C}, d)$ is a metric space.
Examples 1, 2, and 3 above show that a given set may become a metric space in a variety of ways. Let $S$ be a given set and suppose that $\left(S, d_{1}\right)$ and
( $S, d_{2}$ ) are metric spaces. We define the metrics $d_{1}$ and $d_{2}$ as equivalent if and only if there are positive constants $c$ and $C$ such that

$$
c d_{1}(x, y) \leqslant d_{2}(x, y) \leqslant C d_{1}(x, y)
$$

for all $x, y$ in $S$. It is not difficult to show that the metrics in Examples 1 and 2 are equivalent. On the other hand, if the set $S$ in Example 3 is taken to be $\mathbb{R}^{N}$, it is easy to show that $\bar{d}$ is not equivalent to either of the metrics in Examples 1 and 2.

## Problems

1. Show that $\left(\mathbb{R}^{N}, d_{1}\right)$ is a metric space where

$$
\begin{aligned}
& d_{1}(x, y)=\max _{1 \leqslant i \leqslant N}\left|x_{i}-y_{i}\right|, \\
& x=\left(x_{1}, x_{2}, \ldots, x_{N}\right), y=\left(y_{1}, y_{2}, \ldots, y_{N}\right) .
\end{aligned}
$$

2. Suppose that $(S, d)$ is a metric space. Show that $\left(S, d^{\prime}\right)$ is a metric space where

$$
d^{\prime}(x, y)=\frac{d(x, y)}{1+d(x, y)}
$$

[Hint: Show first that $d(x, z)=\lambda[d(x, y)+d(y, z)]$ for some $\lambda$ with $0 \leqslant \lambda \leqslant 1$.]
3. Given the metric spaces $\left(\mathbb{R}^{N}, d\right)$ and $\left(\mathbb{R}^{N}, d^{\prime}\right)$

$$
d(x, y)=\sqrt{\sum_{i=1}^{N}\left(x_{i}-y_{i}\right)^{2}}
$$

and $d^{\prime}$ is defined as in Problem 2. Decide whether or not $d$ and $d^{\prime}$ are equivalent.
4. Show that the metrics $d$ and $d_{1}$ in Examples (1) and (2) above of metric spaces are equivalent.
5. Show that $\left(\mathbb{R}^{N}, d_{2}\right)$ is a metric space where

$$
d_{2}(x, y)=\sum_{i=1}^{N}\left|x_{i}-y_{i}\right|,
$$

$x=\left(x_{1}, x_{2}, \ldots, x_{N}\right), y=\left(y_{1}, y_{2}, \ldots, y_{N}\right)$. Is $d_{2}$ equivalent to the metric $d_{1}$ given in Problem 1?
6. Let $\left(x_{1}, x_{2}\right),\left(x_{1}^{\prime}, x_{2}^{\prime}\right)$ be points of $\mathbb{R}^{2}$. Show that $\left(\mathbb{R}^{2}, d_{3}\right)$ is a metric space where

$$
d_{3}\left(\left(x_{1}, x_{2}\right),\left(x_{1}^{\prime}, x_{2}^{\prime}\right)\right)= \begin{cases}\left|x_{2}\right|+\left|x_{2}^{\prime}\right|+\left|x_{1}-x_{1}^{\prime}\right| & \text { if } x_{1} \neq x_{1}^{\prime} \\ \left|x_{2}-x_{2}^{\prime}\right| & \text { if } x_{1}=x_{1}^{\prime}\end{cases}
$$

7. For $x, y \in \mathbb{R}^{1}$, define $d_{4}(x, y)=|x-3 y|$. Is $\left(\mathbb{R}^{1}, d_{4}\right)$ a metric space?
8. Let $\mathscr{C}$ be the collection of continuous functions which have $I=\{x: 0 \leqslant x \leqslant 1\}$ for domain and have range in $\mathbb{R}^{1}$. Show that $(\mathscr{C}, d)$ is a metric space where

$$
d(f, g)=\max _{0 \leqslant x \leqslant 1}|f(x)-g(x)|
$$

for $f, g \in \mathscr{C}$.
9. Let $\mathscr{C}$ be the same collection described in Problem 8. Define

$$
\bar{d}(f, g)=\int_{0}^{1}|f(x)-g(x)| d x
$$

for $f, g \in \mathscr{C}$. Show that $(\mathscr{C}, \bar{d})$ is a metric space.
10. Suppose $x=\left(x_{1}, x_{2}, \ldots, x_{n}, \ldots\right), y=\left(y_{1}, y_{2}, \ldots, y_{n}, \ldots\right)$ are infinite sequences such that

$$
\sum_{i=1}^{\infty} x_{i}^{2} \text { and } \sum_{i=1}^{\infty} y_{i}^{2}
$$

both converge. ${ }^{1}$ Prove that the series $\sum_{i=1}^{\infty} x_{i} y_{i}$ converges and establish the Schwarz inequality.

$$
\begin{equation*}
\left|\sum_{i=1}^{\infty} x_{i} y_{i}\right| \leqslant\left(\sum_{i=1}^{\infty} x_{i}^{2}\right)^{1 / 2}\left(\sum_{i=1}^{\infty} y_{i}^{2}\right)^{1 / 2} . \tag{6.4}
\end{equation*}
$$

[Hint: Use Theorem 6.1 and the theorem on the limit of inequalities.]
11. State and prove conditions which must prevail when the equality sign holds in Formula (6.4) of Problem 10.
12. Suppose $x=\left(x_{1}, x_{2}, \ldots, x_{n}, \ldots\right)$ and $y=\left(y_{1}, y_{2}, \ldots, y_{n}, \ldots\right)$ are as in Problem 10. Show that $\sum_{i=1}^{\infty}\left(x_{i}+y_{i}\right)^{2}$ converges and prove the Triangle inequality

$$
\begin{equation*}
\left(\sum_{i=1}^{\infty}\left(x_{i}+y_{i}\right)^{2}\right)^{1 / 2} \leqslant\left(\sum_{i=1}^{\infty} x_{i}^{2}\right)^{1 / 2}+\left(\sum_{i=1}^{\infty} y_{i}^{2}\right)^{1 / 2} . \tag{6.5}
\end{equation*}
$$

Show that the equality sign holds in Formula (6.5) if and only if either $x=0$ or there is a nonnegative number $\lambda$ such that $y_{i}=\lambda x_{i}$ for all $i$.
13. Let $l_{2}$ be the collection of all infinite sequences $x=\left(x_{1}, x_{2}, \ldots, x_{n}, \ldots\right)$ such that $\sum_{i=1}^{\infty} x_{i}^{2}$ converges. Define

$$
d(x, y)=\sqrt{\sum_{i=1}^{\infty}\left(x_{i}-y_{i}\right)^{2}}
$$

for $x, y \in l_{2}$. Show that $\left(l_{2}, d\right)$ is a metric space. (The space $\left(l_{2}, d\right)$ is called real numerical Hilbert space.) [Hint: Prove an extension of the Corollary to Theorem 6.2, using the result in Problem 12.]
14. A sequence $x_{1}, x_{2}, \ldots, x_{n}, \ldots$ is bounded if and only if there is a number $m$ such that $\left|x_{i}\right| \leqslant m$ for all $i$. Let $M$ denote the collection of all bounded sequences, and define

$$
d(x, y)=\sup _{1 \leqslant i \leqslant \infty}\left|x_{i}-y_{i}\right| .
$$

Show that $(M, d)$ is a metric space.
15. Let $B$ be the collection of all absolutely convergent series. Define

$$
d(x, y)=\sum_{i=1}^{\infty}\left|x_{i}-y_{i}\right| .
$$

Show that $(B, d)$ is a metric space.

[^11]16. Let $C$ be the subset of $\mathbb{R}^{2}$ consisting of pairs $(\cos \theta, \sin \theta)$ for $0 \leqslant \theta<2 \pi$. Define
$$
d^{*}\left(p_{1}, p_{2}\right)=\left|\theta_{1}-\theta_{2}\right|,
$$
where $p_{1}=\left(\cos \theta_{1}, \sin \theta_{1}\right), p_{2}=\left(\cos \theta_{2}, \sin \theta_{2}\right)$. Show that $\left(C, d^{*}\right)$ is a metric space. Is $d^{*}$ equivalent to the metric $d_{1}$ of Problem 1 applied to the subset $C$ of $\mathbb{R}^{2}$ ?
17. Let $S$ be a set and $d$ a function from $S \times S$ into $\mathbb{R}^{1}$ with the properties:
(i) $d(x, y)=0$ if and only if $x=y$.
(ii) $d(x, z) \leqslant d(x, y)+d(z, y)$ for all $x, y, z \in S$.

Show that $d$ is a metric and hence that $(S, d)$ is a metric space.

### 6.2. Elements of Point Set Topology

In this section we shall develop some of the basic properties of metric spaces. From an intuitive point of view it is natural to think of a metric space as a Euclidean space of one, two, or three dimensions. While such a view is sometimes helpful for geometric arguments, it is important to recognize that the definitions and theorems apply to arbitrary metric spaces, many of which have geometric properties far removed from those of the ordinary Euclidean spaces.

For convenience we will use the letter $S$ to denote a metric space with the understanding that a metric $d$ is attached to $S$.

Definition. Let $p_{1}, p_{2}, \ldots, p_{n}, \ldots$ denote a sequence of elements of a metric space $S$. We use the symbol $\left\{p_{n}\right\}$ to denote such a sequence. Suppose $p_{0} \in S$. We say that $p_{n}$ tends to $p_{0}$ as $n$ tends to infinity if and only if $d\left(p_{n}, p_{0}\right) \rightarrow 0$ as $n \rightarrow \infty$. The notations $p_{n} \rightarrow p_{0}$ and $\lim _{n \rightarrow \infty} p_{n}=p_{0}$ will be used.

Theorem 6.3 (Uniqueness of limits). Suppose that $\left\{p_{n}\right\}, \bar{p}, \bar{q}$ are elements of $S$, a metric space. If $p_{n} \rightarrow \bar{p}$ and $p_{n} \rightarrow \bar{q}$ as $n \rightarrow \infty$, then $\bar{p}=\bar{q}$.

This theorem is an extension of the corresponding simpler result for sequences of real numbers discussed in Section 2.5. The proof follows the lines of the proof of Theorem 2.1 and is left to the reader.

Definitions. Let $p_{0}$ be an element of $S$, a metric space, and suppose $r$ is a positive number. The open ball with center at $p_{0}$ and radius $r$ is the set $B\left(p_{0}, r\right)$ given by

$$
B\left(p_{0}, r\right)=\left\{p \in S: d\left(p, p_{0}\right)<r\right\} .
$$

The closed ball with center at $p_{0}$ and radius $r$ is the set $\overline{B\left(p_{0}, r\right)}$ given by

$$
\overline{B\left(p_{0}, r\right)}=\left\{p \in S: d\left(p, p_{0}\right) \leqslant r\right\} .
$$

Figure 6.1 shows an open ball with center at $(0,0)$ and radius 1 in the space $\mathbb{R}^{2}$ with metric $d(x, y)=\left(\sum_{i=1}^{2}\left(x_{i}-y_{i}\right)^{2}\right)^{1 / 2}$. Figure 6.2 shows an open


Figure 6.1. An open ball with center at $(0,0)$ and radius 1 . The circle forming the boundary of $B(0,1)$ is not part of the open ball.
ball with center at $(0,0)$ and radius 1 in the space $\mathbb{R}^{2}$ with metric $d(x, y)=$ $\max _{i=1,2}\left|x_{i}-y_{i}\right|$.

Figures 6.1 and 6.2 illustrate the care which must be exercised in employing geometric reasoning for statements about a general metric space. For example, suppose the metric

$$
d(x, y)= \begin{cases}0 & \text { if } x=y \\ 1 & \text { if } x \neq y\end{cases}
$$



Figure 6.2. An open ball with center at $(0,0)$ and radius 1 . The four sides of the square forming the boundary of $B(0,1)$ are not part of the open ball.
is attached to $\mathbb{R}^{2}$. Then any open ball of radius less than 1 contains only one point, the center; also, any ball of radius larger than 1 contains all of $\mathbb{R}^{2}$.

We note that in Figures 6.1 and 6.2 the closed ball $B(0,1)$ consists in each case of the union of the open ball and the boundary (circle or square) of the ball.

Definition. Let $A$ be a set in a metric space $S$ and suppose $p_{0}$ is an element of $A$. We say $p_{0}$ is an isolated point of $A$ if and only if for some positive number $r$ there is an open ball $B\left(p_{0}, r\right)$ such that

$$
B\left(p_{0}, r\right) \cap A=\left\{p_{0}\right\}
$$

where $\left\{p_{0}\right\}$ is the set consisting of the single element $p_{0}$.
For example, in $\mathbb{R}^{1}$ with the Euclidean metric the set $A=\{x: 1 \leqslant x \leqslant 2$, $x=3,4\}$ has the elements 3 and 4 as isolated points of $A$. None of the points in the interval $1 \leqslant x \leqslant 2$ is an isolated point of $A$.

Definition. A point $p_{0}$ is a limit point ${ }^{2}$ of a set $A$ if and only if every open ball $B\left(p_{0}, r\right)$ contains a point $p$ of $A$ which is distinct from $p_{0}$. Note that $p_{0}$ may or may not be an element of $A$.

For example, in $\mathbb{R}^{1}$ with the usual Euclidean metric defined by $d\left(x_{1}, x_{2}\right)=$ $\left|x_{1}-x_{2}\right|$, the set $C=\{x: 1 \leqslant x<3\}$ has $x=3$ as a limit point. In fact, every member of $C$ is a limit point of $C$.

A set $A$ in a metric space $S$ is closed if and only if $A$ contains all of its limit points.

A set $A$ in a metric space $S$ is open if and only if each point $p_{0}$ in $A$ is the center of an open ball $B\left(p_{0}, r\right)$ which is contained in $A$. That is, $B\left(p_{0}, r\right) \subset A$. It is important to notice that the radius $r$ may change from point to point in $A$.

Theorem 6.4. $A$ point $p_{0}$ is a limit point of a set $A$ if and only if there is a sequence $\left\{p_{n}\right\}$ with $p_{n} \in A$ and $p_{n} \neq p_{0}$ for every $n$ and such that $p_{n} \rightarrow p_{0}$ as $n \rightarrow \infty$.

## Proof

(a) If a sequence $\left\{p_{n}\right\}$ of the theorem exists, then clearly every open ball with $p_{0}$ as center will have points of the sequence $\left(\right.$ all $\left.\neq p_{0}\right)$. Thus $p_{0}$ is a limit point.
(b) Suppose $p_{0}$ is a limit point of $A$. We construct a sequence $\left\{p_{n}\right\}$ with the desired properties. According to the definition of limit point, the open ball $B\left(p_{0}, \frac{1}{2}\right)$ has a point of $A$. Let $p_{1}$ be such a point. Define $r_{2}=d\left(p_{0}, p_{1}\right) / 2$ and construct the ball $B\left(p_{0}, r_{2}\right)$. There are points of $A$ in this ball (different from $p_{0}$ ), and we denote one of them by $p_{2}$. Next, define $r_{3}=d\left(p_{0}, p_{2}\right) / 2$ and choose $p_{3} \in A$ in the ball $B\left(p_{0}, r_{3}\right)$. Continuing this process, we see that
${ }^{2}$ The term cluster point is also in common use.
$r_{n}<1 / 2^{n} \rightarrow 0$ as $n \rightarrow \infty$. Since $d\left(p_{0}, p_{n}\right)<r_{n}$, it follows that $\left\{p_{n}\right\}$ is a sequence tending to $p_{0}$, and the proof is complete.

In Section 5.4 we defined a limit point in the special case of $\mathbb{R}^{2}$ with the Euclidean metric. We gave a definition in terms of a sequence $\left\{p_{n}\right\}$ rather than the one in terms of open balls. Theorem 6.4 shows that the two definitions are equivalent.

## Theorem 6.5

(a) An open ball is an open set.
(b) A closed ball is a closed set.

## Proof

(a) Let $B\left(p_{0}, r\right)$ be an open ball. Suppose $q \in B\left(p_{0}, r\right)$. We must show that there is an open ball with center at $q$ which is entirely in $B\left(p_{0}, r\right)$. Let $r_{1}=d\left(p_{0}, q\right)$. We consider a ball of radius $\bar{r}=\left(r-r_{1}\right) / 2$ with center at $q$. See Figure 6.3. Let $q^{\prime}$ be a typical point of $B(q, \bar{r})$. We shall show that $q^{\prime} \in B\left(p_{0}, r\right)$. We can accomplish this by showing that $d\left(p_{0}, q^{\prime}\right)<r$. We have

$$
\begin{aligned}
d\left(p_{0}, q^{\prime}\right) & \leqslant d\left(p_{0}, q\right)+d\left(q, q^{\prime}\right)<r_{1}+\bar{r}=r_{1}+\frac{1}{2}\left(r-r_{1}\right) \\
& =\frac{1}{2}\left(r+r_{1}\right)<r .
\end{aligned}
$$

(b) To show that $\overline{B\left(p_{0}, r\right)}$ is a closed set we must show that every limit point of $\overline{B\left(p_{0}, r\right)}$ belongs to $\overline{B\left(p_{0}, r\right)}$. If $q$ is such a limit point, there is a sequence $p_{1}, p_{2}, \ldots, p_{n}, \ldots$ in $\overline{B\left(p_{0}, r\right)}$ such that $d\left(p_{n}, q\right) \rightarrow 0$. However, for each $n$, we have

$$
d\left(p_{n}, p_{0}\right) \leqslant r .
$$

Therefore

$$
d\left(q, p_{0}\right) \leqslant d\left(q, p_{n}\right)+d\left(p_{n}, p_{0}\right) \leqslant d\left(q, p_{n}\right)+r .
$$



Figure 6.3. An open ball is an open set.

Letting $n \rightarrow \infty$, the Theorem on the limit of inequalities shows that $d\left(q, p_{0}\right)$ $\leqslant r$. That is, $q \in \overline{B\left(p_{0}, r\right)}$.

Remark. In the proof of Theorem 6.5, Figure 6.3 was used as an intuitive aid in following the argument. It is important to observe that the argument itself is entirely analytic and does not depend on any "geometric reasoning."

Let $S$ be a space of elements, by which we mean that $S$ is the totality of points (or elements) under consideration. A set of points is a collection of elements in $S$. We shall often deal with a set of sets, that is, a set whose elements are sets in $S$. We speak of such a set as a family of sets and denote it by a script letter such as $\mathscr{F}$. If the number of sets in the family is finite, we use the term finite family of sets and use subscripts to identify the members. For example, $\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}$ where each $A_{i}$ is a set in $S$ comprise a finite family of sets.

Definitions. Let $\mathscr{F}$ be a family of sets, a typical member of $\mathscr{F}$ being denoted by the letter $A$. That is, $A$ is a set of points in a space $S$. We define the union of the sets in $\mathscr{F}$, denoted $\bigcup_{A \in \mathscr{F}} A$, by the formula

$$
\bigcup_{A \in \mathscr{F}} A=\{p: p \in S \text { and } p \text { is in at least one set of } \mathscr{F}\} .
$$

We define the intersection of the sets in $\mathscr{F}$, denoted $\bigcap_{A \in \mathscr{F}} A$, by the formula

$$
\bigcap_{A \in \mathscr{F}} A=\{p: p \in S \text { and } p \text { is in every set of } \mathscr{F}\} .
$$

If $A$ and $B$ are sets in $S$, we define their difference $B-A$ by the formula

$$
B-A=\{p: p \text { is in } B \text { and } p \text { is not in } A\} .
$$

If $A$ is any set in $S$, we define the complement of $A$, denoted $\mathscr{C}(A)$, as the set $S-A$.

The following important identities, known as the de Morgan formulas, are useful in the study of families of sets.

Theorem 6.6 (de Morgan formulas). Suppose that $S$ is any space and $\mathscr{F}$ is a family of sets. Then
(a)

$$
\mathscr{C}\left[\bigcup_{A \in \mathscr{F}} A\right]=\bigcap_{A \in \mathscr{F}} \mathscr{C}(A) .
$$

(b)

$$
\mathscr{C}\left[\bigcap_{A \in \mathscr{F}} A\right]=\bigcup_{A \in \mathscr{F}} \mathscr{C}(A) .
$$

## Proof

(a) We employ a standard device to show that two sets $A$ and $B$ are equal: we show that $A$ is contained in $B$ and that $B$ is contained in $A$. For this purpose
suppose that $p \in \mathscr{C}\left[\bigcup_{A \in \mathscr{F}} A\right]$. Then $p$ is not in the union of the sets in $\mathscr{F}$, and hence $p$ is not in any $A \in \mathscr{F}$. Thus $p$ is in $\mathscr{C}(A)$ for every $A$ in $\mathscr{F}$. That is, $p \in \bigcap_{A \in \mathscr{F}} \mathscr{C}(A)$. We have shown that $\mathscr{C}\left[\bigcup_{A \in \mathscr{F}} A\right] \subset \bigcap_{A \in \mathscr{F}} \mathscr{C}(A)$. Next, let $p \in \bigcap_{A \in \mathscr{F}} \mathscr{C}(A)$ and, by reversing the discussion we find that $\bigcap_{A \in \mathscr{F}} \mathscr{C}(A) \subset$ $\left[\bigcup_{A \in \mathscr{F}} A\right]$. Hence Part (a) is proved. Part (b) is proved similarly and is left to the reader.

Remark. Observe that Theorem 6.6 applies for any space $S$ whether or not it is metrized.

## Theorem 6.7

(a) The union of any family $\mathscr{F}$ of open sets in a metric space is open.
(b) Let $A_{1}, A_{2}, \ldots, A_{n}$ be a finite family of open sets. Then the intersection $\bigcap_{i=1}^{n} A_{i}$ is open.

## Proof

(a) Suppose that $p \in \bigcup_{A \in \mathscr{Y}} A$. Then $p$ is in at least one set $A$ in $\mathscr{F}$. Since $A$ is open there is an open ball with center at $p$ and radius $r$, denoted $B(p, r)$, which is entirely in $A$. Hence $B(p, r) \subset \bigcup_{A \in \mathscr{F}} A$. We have just shown that any point of $\bigcup_{A \in \mathscr{F}} A$ is the center of an open ball which is also in $\bigcup_{A \in \mathscr{F}} A$. Thus the union of any family of open sets is open.
(b) Suppose that $p \in \bigcap_{i=1}^{n} A_{i}$. Then for each $i$ there is an open ball $B\left(p, r_{i}\right)$ which is entirely in $A_{i}$. Define $\bar{r}=\min \left(r_{1}, r_{2}, \ldots, r_{n}\right)$. The open ball $B(p, \bar{r})$ is in every $A_{i}$ and hence is in $\bigcap_{i=1}^{n} A_{i}$. Thus the set $\bigcap_{i=1}^{n} A_{i}$ is open.

Remark. The result of Part (b) of Theorem 6.7 is false if the word finite is dropped from the hypothesis. To see this consider $\mathbb{R}^{2}$ with the Euclidean metric and define the infinite family of open sets $A_{k}, k=1,2, \ldots$, by the formula

$$
A_{k}=\left\{(x, y): 0 \leqslant x^{2}+y^{2}<\frac{1}{k}\right\} .
$$

Each $A_{k}$ is an open ball (and therefore an open set), but the intersection $\bigcap_{k=1}^{\infty} A_{k}$ of this family consists of the single point ( 0,0 ), clearly not an open set (see Figure 6.4).

## Theorem 6.8

(a) Let $A$ be any set in a metric space $S$. Then $A$ is closed $\Leftrightarrow \mathscr{C}(A)$ is open.
(b) The space $S$ is both open and closed.
(c) The null set is both open and closed.

Proof. We first assume $A$ is closed and prove that $\mathscr{C}(A)$ is open. Let $p \in \mathscr{C}(A)$ and suppose there is no open ball about $p$ lying entirely in $\mathscr{C}(A)$. We shall reach a contradiction. If there is no such ball then every ball about $p$ contains


Figure 6.4. The intersection of an infinite family of open sets is not necessarily open.
points of $A$ (necessarily different from $p$ since $p \in \mathscr{C}(A)$ ). This fact asserts that $p$ is a limit point of $A$. But since $A$ is assumed closed, we conclude that $p$ is in $A$, which contradicts the fact that $p \in \mathscr{C}(A)$. Thus there is an open ball about $p$ in $\mathscr{C}(A)$, and so $\mathscr{C}(A)$ is open.

The proof that $A$ is closed if $\mathscr{C}(A)$ is open is left to the reader.
Part (b) is a direct consequence of the definitions of open and closed sets. Part (c) follows immediately from Parts (a) and (b) since the null set is the complement of $S$.

## Theorem 6.9

(a) The intersection of any family $\mathscr{F}$ of closed sets is closed.
(b) Let $A_{1}, A_{2}, \ldots, A_{n}$ be a finite family of closed sets. Then the union $\bigcup_{i=1}^{n} A_{i}$ is closed.

The proof of Theorem 6.9 is an immediate consequence of the de Morgan formulas (Theorem 6.6) and Theorems 6.7 and 6.8 The details are left to the reader.

It is important to observe that Part (b) of Theorem 6.9 is false if the word finite is dropped from the hypothesis. The reader may easily construct an infinite family of closed sets such that the union of the family is not a closed set.

Definition. Let $\left\{p_{n}\right\}$ be an infinite sequence of points. An infinite sequence of points $\left\{q_{n}\right\}$ is called a subsequence of $\left\{p_{n}\right\}$ if and only if there is an increasing sequence of positive integers $k_{1}, k_{2}, \ldots, k_{n}, \ldots$ such that for every $n$

$$
q_{n}=p_{k_{n}} .
$$

To illustrate subsequences, observe that the sequence

$$
p_{1}, p_{2}, \ldots, p_{n}, \ldots
$$

has subsequences such as

$$
\begin{aligned}
& p_{1}, p_{3}, p_{5}, \ldots \\
& p_{5}, p_{10}, p_{15}, \ldots \\
& p_{1}, p_{4}, p_{7}, \ldots
\end{aligned}
$$

It is clear that the subscripts $\left\{k_{n}\right\}$ of a subsequence have the property that $k_{n} \geqslant n$ for every $n$. This fact may be proved by induction, as we noted in Section 3.3.

Theorem 6.10. Suppose that $\left\{p_{n}\right\}$ is an infinite sequence in a metric space $S$, and that $\left\{q_{n}\right\}$ is a subsequence. If $p_{n} \rightarrow p_{0}$ as $n \rightarrow \infty$, then $q_{n} \rightarrow p_{0}$ as $n \rightarrow \infty$.
(Every subsequence of a convergent sequence converges to the same limit.)
Proof. Let $\varepsilon>0$ be given. From the definition of convergence, there is a positive integer $N$ such that $d\left(p_{n}, p_{0}\right)<\varepsilon$ for all $n>N$. However, for each $n$, we have $q_{n}=p_{k_{n}}$ with $k_{n} \geqslant n$. Thus

$$
d\left(q_{n}, p_{0}\right)=d\left(p_{k_{n}}, p_{0}\right)<\varepsilon \quad \text { for all } n>N
$$

Therefore $q_{n} \rightarrow p_{0}$ as $n \rightarrow \infty$.
Remark. Part (a) of Theorem 6.9 may be proved directly from the definition of a closed set. To do so, the result of Theorem 6.10 is used.

Definitions. A point $p$ is an interior point of a set $A$ in a metric space if and only if there is an $r>0$ such that $B(p, r)$ is contained in $A$. The interior of a set $A$, denoted $A^{(0)}$, is the set of all interior points of $A$. For any set $A$, the derived set of $A$, denoted $A^{\prime}$, is the collection of limit points of $A$. The closure of $A$, denoted $\bar{A}$, is defined by $\bar{A}=A \cup A^{\prime}$. The boundary of a set $A$, denoted $\partial A$, is defined by $\partial A=\bar{A}-A^{(0)}$.

Example. Let $A$ be the open ball in $\mathbb{R}^{2}$ (with the Euclidean metric) given by $A=\left\{(x, y): 0 \leqslant x^{2}+y^{2}<1\right\}$. Then every point of $A$ is an interior point, so that $A=A^{(0)}$. More generally, the property which characterizes any open set is the fact that every point is an interior point. The boundary of $A$ is the circle $\partial A=\left\{(x, y): x^{2}+y^{2}=1\right\}$. The closure of $A$ is the closed ball $\bar{A}=\{(x, y)$ : $\left.0 \leqslant x^{2}+y^{2} \leqslant 1\right\}$. We also see that $A^{\prime}$, the derived set of $A$, is identical with $\bar{A}$.

Theorem 6.11. Let $A$ be any set in a metric space $S$. We have
(a) $A^{\prime}$ is a closed set.
(b) $\bar{A}$ is a closed set.
(c) $\partial A$ is a closed set.
(d) $A^{(0)}$ is an open set.
(e) If $A \subset B$ and $B$ is closed, then $\bar{A} \subset B$.
(f) If $B \subset A$ and $B$ is open, then $B \subset A^{(0)}$.
(g) A point is a closed set.
(h) $A$ is open $\Leftrightarrow \mathscr{C} A$ is closed.

The proofs of these facts are left to the reader.

## Problems

1. Suppose that $p_{n} \rightarrow p_{0}$ and $q_{n} \rightarrow q_{0}$ in a metric space $S$. If $d\left(p_{n}, q_{n}\right)<a$ for all $n$, show that $d\left(p_{0}, q_{0}\right) \leqslant a$.
2. If $p_{n} \rightarrow p_{0}, p_{n} \rightarrow q_{0}$ in a metric space $S$, show that $p_{0}=q_{0}$ (Theorem 6.3).
3. Given $\mathbb{R}^{2}$ with the metric $d(x, y)=\left|y_{1}-x_{1}\right|+\left|y_{2}-x_{2}\right|, x=\left(x_{1}, x_{2}\right), y=\left(y_{1}, y_{2}\right)$. Describe (and sketch) the ball with center at $(0,0)$ and radius 1 .
4. Given $\mathbb{R}^{1}$ with the metric $d(x, y)=|x-y|$. Find an example of a set which is neither open nor closed.
5. Given $\mathbb{R}^{1}$ with $d(x, y)=|x-y|$. Show that a finite set consists only of isolated points. Is it true that a set consisting only of isolated points must be finite?
6. Given an example of a set in $\mathbb{R}^{1}$ with exactly four limit points.
7. In $\mathbb{R}^{1}$ with the Euclidean metric, define $A=\{x: 0 \leqslant x \leqslant 1$ and $x$ is a rational number $\}$. Describe the set $\bar{A}$.
8. Given $\mathbb{R}^{2}$ with the Euclidean metric. Show that the set $S=\left\{(x, y): 0<x^{2}+y^{2}<\right.$ $1\}$ is open. Describe the sets $S^{(0)}, S^{\prime}, \partial S, \bar{S}, \mathscr{C}(S)$.
9. If $S$ is any space and $\mathscr{F}$ is a family of sets, show that

$$
\mathscr{C}\left[\bigcap_{A \in \mathscr{F}} A\right]=\bigcup_{A \in \mathscr{F}} \mathscr{C}(A)
$$

(Part (b) of the de Morgan formulas).
10. Let $A, B$, and $C$ be arbitrary sets in a space $S$. Show that
(a) $\mathscr{C}(A-B)=B \cup \mathscr{C}(A)$
(b) $A-(A-B)=A \cap B$
(c) $A \cap(B-C)=(A \cap B)-(A \cap C)$
(d) $A \cup(B-A)=A \cup B$
(e) $(A-C) \cup(B-C)=(A \cup B)-C$
11. In $\mathbb{R}^{2}$ with the Euclidean metric, find an infinite collection of open sets $\left\{A_{n}\right\}$ such that $\bigcap_{n} A_{n}$ is the closed ball $\overline{B(0,1)}$.
12. In a metric space $S$, show that a set $A$ is closed if $\mathscr{C}(A)$ is open (Theorem 6.8).
13. Show that in a metric space the intersection of any family $\mathscr{F}$ of closed sets is closed.
14. Let $A_{1}, A_{2}, \ldots, A_{n}$ be a finite family of closed sets in a metric space. Show that the union is a closed set.
15. Let $A_{1}, A_{2}, \ldots, A_{n}, \ldots$ be sets in a metric space. Define $B=\bigcup A_{i}$. Show that $\bar{B} \supset \bigcup \bar{A}_{i}$ and give an example to show that $\bar{B}$ may not equal $\bigcup \bar{A}_{i}$.
16. In $\mathbb{R}^{1}$ with the Euclidean metric, give an example of a sequence $\left\{p_{n}\right\}$ with two subsequences converging to different limits. Give an example of a sequence which has infinitely many subsequences converging to different limits.
17. Using only the definition of closed set prove that the intersection of any family of closed sets is closed (Theorem 6.9(a)).
18. Suppose that $f$ is continuous on an interval $I=\{x: a \leqslant x \leqslant b\}$ with $f(x)>0$ on I. Let $S=\left\{(x, y) \in \mathbb{R}^{2}: a \leqslant x \leqslant b, 0 \leqslant y \leqslant f(x)\right\}$ (Euclidean metric).
(a) Show that $S$ is closed.
(b) Find $S^{\prime}$ and $\bar{S}$.
(c) Find $S^{(0)}$ and prove the result.
(d) Find $\partial S$.
19. If $A$ is a set in a metric space, show that $A^{\prime}$ and $\bar{A}$ are closed sets (Theorem 6.11(a), (b)).
20. If $A$ is a set in a metric space, show that $\partial A$ is closed and $A^{(0)}$ is open (Theorem $6.11(\mathrm{c})$, (d)).
21. If $A$ and $B$ are sets in a metric space, show that if $A \subset B$ and $B$ is closed, then $\bar{A} \subset B$ (Theorem 6.11(e)).
22. If $A$ and $B$ are sets in a metric space, show that if $B \subset A$ and $B$ is open, then $B \subset A^{(0)}$ (Theorem 6.11(f)).
23. If $A$ is a set in a metric space, show that

$$
A \text { is open } \Leftrightarrow \mathscr{C}(A) \text { is closed }
$$

(Theorem 6.11(h)).

### 6.3. Countable and Uncountable Sets

If $A$ and $B$ are sets with a finite number of elements we can easily compare their sizes by pairing the elements of $A$ with those of $B$. If, after completing the pairing process, there remain unpaired members of one of the sets, say of $A$, then $A$ is said to be larger than $B$. The same situation holds for sets with infinitely many elements. While many pairs of infinite sets can be matched in a one-to-one way, it is a remarkable fact that there are infinite sets which cannot be paired with each other. The problem of the relative sizes of sets with infinitely many members has been studied extensively, and in this section we shall describe only the basic properties of the sizes of finite and infinite sets. These properties and the more sophisticated developments of the theory of infinite sets turn out to be useful tools in the development of analysis. The theorems we consider below pertain to sets in $R^{N}$ although Theorems 6.12(b) and 6.13 hold for arbitrary sets.

Definitions. A set $S$ is denumerable if and only if $S$ can be put into one-to-one correspondence with the positive integers. A set $S$ is countable if and only if $S$ is either finite or denumerable.

## Theorem 6.12

(a) Any nonempty subset of the natural numbers is countable.
(b) Any subset of a countable set is countable.

Proof. To establish Part (a), let $S$ be the given nonempty subset. By Theorem $1.30, S$ has a smallest element; we denote it by $k_{1}$. If $S=\left\{k_{1}\right\}$, then $S$ has exactly one element. If the set $S-\left\{k_{1}\right\}$ is not empty, it has a smallest element which we denote $k_{2}$. We continue the process. If, for some integer $n$, the set $S-\left\{k_{1}, k_{2}, \ldots, k_{n}\right\}$ is empty, then $S$ is finite and we are done. Otherwise, the sequence $k_{1}, k_{2}, \ldots, k_{n}, \ldots$ is infinite. We shall show that $S=\left\{k_{1}, k_{2}, \ldots\right.$, $\left.k_{n}, \ldots\right\}$. Suppose, on the contrary, that there is an element of $S$ not among the $k_{n}$. Then there is a smallest such element which we denote by $p$. Now $k_{1}$ is the smallest element of $S$ and so $k_{1} \leqslant p$. Let $T$ be those elements of $k_{1}, k_{2}, \ldots, k_{n}$, $\ldots$ with the property that $k_{i} \leqslant p$. Then $T$ is a finite set and there is an integer $i$ such that $k_{i} \leqslant p<k_{i+1}$ for some $i$. Since $p$ is not equal to any of the $k_{j}$, it follows that $k_{i}<p<k_{i+1}$. By construction, the element $k_{i+1}$ is the smallest element of $S$ which is larger than $k_{1}, k_{2}, \ldots, k_{j}$. Since $p$ is in $S$, we have a contradiction of the inequality $k_{i}<p<k_{i+1}$. Thus $S=\left\{k_{1}, k_{2}, \ldots, k_{n}, \ldots\right\}$.

Part (b) is a direct consequence of Part (a).
Theorem 6.13. The union of a countable family of countable sets is countable.
Proof. Let $S_{1}, S_{2}, \ldots, S_{m}, \ldots$ be a countable family of countable sets. For each fixed $m$, the set $S_{m}$ can be put into one-to-one correspondence with some or all of the pairs $(m, 1),(m, 2), \ldots,(m, n), \ldots$. Hence the union $S$ can be put into one-to-one correspondence with a subset of the totality of ordered pairs ( $m, n$ ) with $m, n=1,2, \ldots$. However, the totality of ordered pairs can be arranged in a single sequence. We first write the ordered pairs as shown in Figure 6.5.


Figure 6.5

Then we write the terms in diagonal order as follows:

$$
(1,1),(2,1),(1,2),(3,1),(2,2),(1,3),(4,1), \ldots
$$

This sequence, is in one-to-one correspondence with the positive integers. The reader may verify that the ordered pair $(p, q)$ in the above ordering corresponds to the natural number $r$ given by

$$
r=\frac{(p+q-1)(p+q-2)}{2}+q
$$

Theorem 6.13 shows that the set of all integers (positive, negative, and zero) is denumerable. Since the rational numbers can be put into one-to-one correspondence with a subset of ordered pairs $(p, q)$ of integers ( $p$ is the numerator, $q$ the denominator), we see that the rational numbers are denumerable.

The next theorem shows that the set of all real numbers is essentially larger than the set of all rational numbers. Any attempt to establish a one-to-one correspondence between these two sets must fail.

Theorem 6.14. $\mathbb{R}^{1}$ is not countable.
Proof. It is sufficient to show that the interval $I=\{x: 0<x<1\}$ is not countable. Suppose $I$ is countable. Then we may arrange the members of $I$ in a sequence $x_{1}, x_{2}, \ldots, x_{n}, \ldots$ We shall show there is a number $x \in I$ not in this sequence, thus contradicting the fact that $I$ is countable. Each $x_{i}$ has a unique proper decimal development, as shown in Figure 6.6. Each $d_{i j}$ is a digit between 0 and 9 .

$$
\begin{aligned}
& x_{1}=0 . d_{11} d_{12} d_{13} \cdots \\
& x_{2}=0 . d_{21} d_{22} d_{23} \cdots \\
& x_{3}=0 . d_{31} d_{32} d_{33} \cdots
\end{aligned}
$$

Figure 6.6. Decimal expansion of $x_{1}, x_{2}, \ldots, x_{n}, \ldots$

We now define a number $x$ in $I$ by the following decimal development:

$$
\begin{equation*}
x=0 . a_{1} a_{2} a_{3} \ldots \tag{6.6}
\end{equation*}
$$

Each digit $a_{i}$ is given by

$$
a_{i}= \begin{cases}4 & \text { if } d_{i i} \neq 4 \\ 5 & \text { if } d_{i i}=4\end{cases}
$$

Then Expression (6.6) is a proper decimal expansion of the number $x$ and it differs from $x_{n}$ in the $n$th place. Hence $x \neq x_{n}$ for every $n$, and $I$ is not countable.

The proofs of the next two theorems are left to the reader. (See Problems 5,6 , and 7 at the end of this section and the hints given there.)

## Theorem 6.15

(a) Any family of disjoint open intervals in $\mathbb{R}^{1}$ is a countable family.
(b) Any family of disjoint open sets in $\mathbb{R}^{N}$ is a countable family.

Theorem 6.16. Let $f$ be a monotone function defined on an interval $I$ of $\mathbb{R}^{1}$. Then the set of points of discontinuity of $f$ is countable.

Definitions. An open cell in $\mathbb{R}^{N}$ is a set of the form

$$
\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right): a_{i}<x_{i}<b_{i}, i=1,2, \ldots, N\right\} .
$$

We suppose that $a_{i}<b_{i}$ for every $i$. Note that an open cell is a straightforward generalization of an open interval in $\mathbb{R}^{1}$. Similarly, a closed cell is a set of the form

$$
\left\{\left(x_{1}, x_{2}, \ldots, x_{N}\right): a_{i} \leqslant x_{i} \leqslant b_{i}, i=1,2, \ldots, N\right\} .
$$

Again, we assume that $a_{i}<b_{i}$ for every $i$.
Theorem 6.17. An open set in $\mathbb{R}^{1}$ is the union of a countable family of disjoint open intervals.

Proof. Let $G$ be the given open set and suppose $x_{0} \in G$. Since $G$ is open there is an open interval $J$ which contains $x_{0}$ and such that $J \subset G$. Define $I\left(x_{0}\right)$ as the union of all such open intervals $J$. Then $I\left(x_{0}\right)$ is open and contained in $G$. Furthermore, since the union of a set of open intervals having a common point is an open interval, $I\left(x_{0}\right)$ is an open interval. Let $x_{1}$ and $x_{2}$ be distinct points of $G$. We shall show that $I\left(x_{1}\right)$ and $I\left(x_{2}\right)$ are disjoint or that $I\left(x_{1}\right) \equiv I\left(x_{2}\right)$. Suppose that $I\left(x_{1}\right) \cap I\left(x_{2}\right)$ is not empty. Then $I\left(x_{1}\right) \cup I\left(x_{2}\right)$ is an interval in $G$ which contains both $x_{1}$ and $x_{2}$. Hence $I\left(x_{1}\right) \cup I\left(x_{2}\right)$ is contained in both $I\left(x_{1}\right)$ and $I\left(x_{2}\right)$. Therefore $I\left(x_{1}\right) \equiv I\left(x_{2}\right)$. Thus $G$ is composed of the union of disjoint open intervals of the type $I\left(x_{0}\right)$ and by Theorem 6.15(a) this union is countable.

Theorem 6.18. An open set in $\mathbb{R}^{N}$ is the union of a countable family of closed cells whose interiors are disjoint.

Proof. Let $G$ be an open set in $\mathbb{R}^{N}$. Construct the hyperplanes (i.e. hyperplanes parallel to the coordinate hyperplanes, $x_{i}=0$ ) given by

$$
x_{i}=\frac{k_{i}}{2^{n}}, \quad i=1,2, \ldots, N
$$

where $k_{1}, k_{2}, \ldots, k_{N}$ are any integers and $n$ is any nonnegative integer. For
each such integer $n$, the inequalities

$$
\frac{k_{i}-1}{2^{n}} \leqslant x_{i} \leqslant \frac{k_{i}}{2^{n}}, \quad i=1,2, \ldots, N, n=1,2,3, \ldots
$$

define a hypercube, and the totality of all such hypercubes as the $\left\{k_{i}\right\}$ take on integer values determines the $\boldsymbol{n}$ th grid of $\mathbb{R}^{N}$. Let $F_{0}$ be the union of all the closed hypercubes of the 0 th grid which are contained in $G$. Let $G_{1}$ be the union of all closed hypercubes of the first grid which are in $G$ but such that no hypercube of $G_{1}$ is contained in $F_{0}$. Define $F_{1}=F_{0} \cup G_{1}$. We define $G_{2}$ as the union of all closed hypercubes of the second grid which are in $G$ but such that no hypercube of $G_{2}$ is contained in $F_{1}$. Define $F_{2}=F_{1} \cup G_{2}$. We continue the process. Clearly, the sets $F_{0}, G_{1}, G_{2}, \ldots, G_{k}, \ldots$ are such that each set consists of a countable family of hypercubes and no two such cubes have any common interior points. Furthermore, for each $n$, the set $F_{n}$ is the union of all hypercubes of the $n$th grid which are in $G$. We shall show that $G=\bigcup_{n} F_{n}$. To see this, let $p_{0} \in G$. Since $G$ is open there is a ball $B$ with center $p_{0}$ and radius $r$ such that $B \subset G$. For any $n$ such that $2^{-n} \sqrt{N}<r$, there is a hypercube of the $n$th grid which contains $p_{0}$ and is entirely in $B$. Hence this hypercube is in $G$. Because $p_{0}$ is arbitrary, it follows that $G \subset \bigcup_{n} F_{n}$. Since each $F_{n}$ is contained in $G$, the proof is complete.

Remark. The decomposition of open sets into the union of closed cells is not unique. See Problem 10 at the end of this section.

## Problems

1. Show that the totality of rational points in $\mathbb{R}^{2}$ (that is, points both of whose coordinates are rational numbers) is denumerable.
2. Show that the totality of rational points in $\mathbb{R}^{N}$ is denumerable.
3. Define the set $S$ as follows. The element $x$ is in $S$ if $x$ is an infinite sequence of the form ( $r_{1}, r_{2}, \ldots, r_{n}, 0,0, \ldots, 0, \ldots$ ). That is, from some $n$ on, the sequence consists entirely of zeros and the nonzero entries are rational numbers. Show that $S$ is denumerable.
4. An algebraic number is any number which is the root of some equation of the form

$$
a_{0} x^{n}+a_{1} x^{n-1}+\cdots+a_{n-1} x+a_{n}=0, \quad a_{0} \neq 0
$$

in which each $a_{i}$ is an integer and $n$ is a positive integer. The number $n$ may vary from element to element. A real algebraic number is a real root of any such equation.
(a) Show that the totality of real algebraic numbers is countable.
(b) Show that the totality of algebraic numbers is countable.
5. Show that any family of pairwise disjoint open intervals in $\mathbb{R}^{1}$ is countable. [Hint: Set up a one-to-one correspondence between the disjoint intervals and a subset of the rational numbers. (Theorem 6.15 (a).)]
6. Show that any family of disjoint open sets in $\mathbb{R}^{N}$ is countable. (Theorem 6.15 (b).) See the hint in Problem 5.
7. Prove Theorem 6.16 [Hint: Show that the points of discontinuity can be put into one-to-one correspondence with a family of disjoint open intervals.]
8. Show that every infinite set contains a denumerable subset.
9. Let $G$ be an open set in $\mathbb{R}^{1}$. Show that $G$ can be represented as the union of open intervals with rational endpoints.
10. Let $G=\{(x, y): 0<x<1,0<y<1\}$ be a subset of $\mathbb{R}^{2}$.
(a) Give explicitly a family of closed cells (as in Theorem 6.18) in $\mathbb{R}^{2}$ whose union is $G$.
(b) Show that the choices of the closed cells may be made in infinitely many ways.
11. Let $I=\{x: 0<x<1\}$. Let $S$ be the totality of functions $f$ having domain $I$ and range contained in $I$. Prove that the set $S$ cannot be put into one-to-one correspondence with any subset of $\mathbb{R}^{1}$.
12. Let $I=\{x: 0<x<1\}$ and $J=\{(x, y): 0<x<1,0<y<1\}$. Show that the points of $I$ and $J$ can be put into one-to-one correspondence. Extend the result to $I$ and $K=\left\{\left(x_{1}, \ldots, x_{N}\right): 0<x_{i}<1, i=1,2, \ldots, N\right\}$.

### 6.4. Compact Sets and the Heine-Borel Theorem

In Theorem 3.10 we established the Bolzano-Weierstrass theorem which states that any bounded infinite sequence in $\mathbb{R}^{1}$ contains a convergent subsequence. In this section we investigate the possibility of extending this theorem to metric spaces. We shall give an example below which shows that the theorem does not hold if the bounded sequence in $\mathbb{R}^{1}$ is replaced by a bounded sequence in a metric space $S$. However, the important notion of compactness, which we now define, leads to a modified extension of the Bolzano-Weierstrass theorem.

Definition. A set $A$ in a metric space $S$ is compact if and only if each sequence of points $\left(p_{n}\right\}$ in $A$ contains a subsequence, say $\left\{q_{n}\right\}$, which converges to a point $p_{0}$ in $A$.

We see immediately from the definition of compactness and from the Bolzano-Weierstrass theorem that every closed, bounded set in $\mathbb{R}^{1}$ is compact. Also, it is important to notice that the subsequence $\left\{q_{n}\right\}$ not only converges to $p_{0}$ but that $p_{0}$ is in $A$

Definition. A set $A$ in a metric space $S$ is bounded if and only if $A$ is contained in some ball $B(p, r)$ with $r>0$.

Theorem 6.19. A compact set $A$ in a metric space $S$ is bounded and closed.

Proof. Assume $A$ is compact and not bounded. We shall reach a contradiction. Define the sequence $\left\{p_{n}\right\}$ as follows: choose $p_{1} \in A$. Since $A$ is not bounded, there is an element $p_{2}$ in $A$ such that $d\left(p_{1}, p_{2}\right)>1$. Continuing, for each $n$, there is an element $p_{n}$ in $A$ with $d\left(p_{1}, p_{n}\right)>n-1$. Since $A$ is compact, we can find a subsequence $\left\{q_{n}\right\}$ of $\left\{p_{n}\right\}$ such that $q_{n}$ converges to an element $p_{0} \in A$. From the definition of convergence, there is an integer $N$ such that $d\left(q_{n}, p_{0}\right)<1$ for all $n \geqslant N$. But

$$
\begin{equation*}
d\left(q_{n}, p_{1}\right) \leqslant d\left(q_{n}, p_{0}\right)+d\left(p_{0}, p_{1}\right)<1+d\left(p_{0}, p_{1}\right) . \tag{6.7}
\end{equation*}
$$

Since $q_{n}$ is actually at least the $n$th member of the sequence $\left\{p_{n}\right\}$, it follows that $d\left(q_{n}, p_{1}\right)>n-1$. For $n$ sufficiently large, this inequality contradicts Inequality (6.7). Hence $A$ is bounded.

Now assume that $A$ is not closed. Then there is a limit point $p_{0}$ of $A$ which is not in $A$. According to Theorem 6.4, there is a sequence $\left\{p_{n}\right\}$ of elements in $A$ such that $p_{n} \rightarrow p_{0}$ as $n \rightarrow \infty$. But any subsequence of a convergent sequence converges to the same element. Hence the definition of compactness is contradicted unless $p_{0} \in A$.

It is natural to ask whether or not the converse of Theorem 6.19 holds. We give an example of a bounded sequence of elements in a metric space which has no convergent subsequence. Thus any set containing this sequence, even if it is bounded and closed, cannot be compact. The space we choose for the example is the space $\mathscr{C}$ of continuous functions on $I=\{x: 0 \leqslant x \leqslant 1\}$ with range in $\mathbb{R}^{1}$ and with the metric

$$
d(f, g)=\max _{0 \leqslant x \leqslant 1}|f(x)-g(x)|
$$

We consider the sequence $f_{n}$ defined by

$$
f_{n}(x)= \begin{cases}0 & \text { for } 0 \leqslant x \leqslant 2^{-n-1} \\ 2^{n+2}\left(x-2^{-n-1}\right) & \text { for } 2^{-n-1} \leqslant x \leqslant 3 \cdot 2^{-n-2} \\ -2^{n+2}\left(x-2^{-n}\right) & \text { for } 3 \cdot 2^{-n-2} \leqslant x \leqslant 2^{-n} \\ 0 & \text { for } 2^{-n-1} \leqslant x \leqslant 1\end{cases}
$$

Figure 6.7 shows a typical member of the sequence $\left\{f_{n}\right\}$. Since the "sawtooth" parts of two different functions $f_{n}, f_{m}$ do not overlap, it is easily verified that

$$
d\left(f_{n}, f_{m}\right)=1 \quad \text { for } n \neq m
$$

Furthermore, $d\left(f_{n}, 0\right)=1$ for every $n$. Hence we have a bounded sequence which cannot have a convergent subsequence since every element is at distance 1 from every other element. The set $\left\{f_{n}\right\}$ is not compact in $\mathscr{C}$.

For some metric spaces the property of being bounded and closed is equivalent to compactness. The next theorem establishes this equivalence for the spaces. $\mathbb{R}^{N}$ with a Euclidean or equivalent metric.


Figure 6.7. A bounded sequence with no convergent subsequence.

Theorem 6.20. $A$ bounded, closed set in $\mathbb{R}^{N}$ is compact.
Proof. Let $A$ be bounded and closed. Then $A$ lies in a cell

$$
C=\left\{\left(x_{1}, x_{2}, \ldots, x_{N}\right): a_{i} \leqslant x_{i} \leqslant b_{i}, \quad i=1,2, \ldots, N\right\} .
$$

Let $\left\{p_{n}\right\}$ be any sequence in $A$. Writing $p_{k}=\left(p_{k}^{1}, p_{k}^{2}, \ldots, p_{k}^{N}\right)$, we have $a_{i} \leqslant$ $p_{k}^{i} \leqslant b_{i}, i=1,2, \ldots, N, k=1,2, \ldots, n, \ldots$. Starting with $i=1$, it is clear that $\left\{p_{k}^{1}\right\}$ is a bounded sequence of real numbers. By the Bolzano-Weierstrass theorem, $\left\{p_{k}^{1}\right\}$ has a convergent subsequence. Denote this convergent subsequence $\left\{p_{k^{\prime}}^{1}\right\}$. Next let $i=2$ and consider the subsequence $\left\{p_{k^{\prime}}^{2}\right\}$ of $\left\{p_{k}^{2}\right\}$. Since $\left\{p_{k^{\prime}}^{2}\right\}$ is bounded, it has a convergent subsequence which we denote $\left\{p_{k^{\prime}}^{2}\right\}$. Observe that $\left\{p_{k^{\prime \prime}}^{1}\right\}$ being a subsequence of the convergent sequence $\left\{p_{k^{\prime}}^{1}\right\}$ is also convergent. Proceeding to $i=3$, we choose a subsequence of $\left\{p_{k^{\prime \prime}}^{3}\right\}$ which converges, and so on until $i=N$. We finally obtain a subsequence of $\left\{p_{k}\right\}$, which we denote by $\left\{q_{k}\right\}$ such that every component of $q_{k}$ consists of a convergent sequence of real numbers. Since $A$ is closed, $q_{k}$ converges to an element $c$ of $\mathbb{R}^{N}$ with $c$ in $A$. The set $A$ is compact.

The proof of the next theorem is left to the reader.
Theorem 6.21. In any metric space a closed subset of a compact set is compact.
Definition. A sequence $\left\{p_{n}\right\}$ in a metric space $S$ is a Cauchy sequence if and only if for every $\varepsilon>0$ there is a positive integer $N$ such that $d\left(p_{n}, p_{m}\right)<\varepsilon$ whenever $n, m>N$.

Remarks. We know that a Cauchy sequence in $\mathbb{R}^{1}$ converges to a limit (Section 3.6). It is easy to see that a Cauchy sequence $\left\{p_{n}\right\}$ in $\mathbb{R}^{N}$ also converges to a limit. Writing $p_{n}=\left(p_{n}^{1}, p_{n}^{2}, \ldots, p_{n}^{N}\right)$, we observe that $\left\{p_{k}^{i}\right\}, k=1,2, \ldots$ is a Cauchy sequence of real numbers for each $i=1,2, \ldots, N$. Hence $p_{k}^{i} \rightarrow c^{i}$,
$i=1,2, \ldots, N$ and the element $c=\left(c^{1}, c^{2}, \ldots, c^{N}\right)$ is the limit of the sequence $\left\{p_{k}\right\}$. However, we cannot conclude that in a general metric space a Cauchy sequence always converges to an element in the space. In fact, the statement is false. To see this, consider the metric space ( $S, d$ ) consisting of all rational numbers with the metric $d(a, b)=|a-b|$. Since a Cauchy sequence of rational numbers may converge to an irrational number, it follows that a Cauchy sequence in $S$ may not converge to a limit in $S$.

The proofs of the following three theorems concerning Cauchy sequences and compact sets are left to the reader.

Theorem 6.22. In a metric space $S$, if $p_{n} \rightarrow p_{0}$, then $\left\{p_{n}\right\}$ is Cauchy sequence.

Theorem 6.23. If $A$ is a compact set in a metric space $S$ and if $\left\{p_{n}\right\}$ is a Cauchy sequence in $A$, then there is a point $p_{0} \in A$ such that $p_{n} \rightarrow p_{0}$ as $n \rightarrow \infty$.

Theorem 6.24. Let $A$ be a compact set in a metric space $S$. Let $S_{1}, S_{2}, \ldots, S_{n}, \ldots$ be a sequence of nonempty closed subsets of $A$ such that $S_{n} \supset S_{n+1}$ for each $n$. Then $\bigcap_{n=1}^{\infty} S_{n}$ is not empty.

The next theorem shows that a compact set may be covered by a finite number of balls of any fixed radius. Of course, the number of balls needed to cover a set will increase as the common radius of the balls becomes smaller.

Theorem 6.25. Suppose that $A$ is a compact set in a metric space $S$. Then for each positive number $\delta$, there is a finite number of points $p_{1}, p_{2}, \ldots, p_{n}$ in $A$ such that $\bigcup_{i=1}^{n} B\left(p_{1}, \delta\right) \supset A$.

Proof. Assume $A$ is not empty and choose a point $p_{1}$ in $A$. Let $\delta$ be given. If $A \subset B\left(p_{1}, \delta\right)$ the theorem is established. Otherwise choose $p_{2} \in A-B\left(p_{1}, \delta\right)$. If $A \subset B\left(p_{1}, \delta\right) \cup B\left(p_{2}, \delta\right)$ the theorem is established. Otherwise choose $p_{3} \in$ $A-\left(B\left(p_{1}, \delta\right) \cup B\left(p_{2}, \delta\right)\right)$. We continue the process. If $A$ is covered in a finite number of steps the result is proved. Otherwise there is an infinite sequence $p_{1}, p_{2}, \ldots, p_{k}, \ldots$ such that each $p_{i}$ is at distance at least $\delta$ from all previous elements $p_{j}$. That is, $d\left(p_{i}, p_{j}\right) \geqslant \delta$ for all $i \neq j$. Hence no subsequence of $\left\{p_{i}\right\}$ can converge to a point, contradicting the hypothesis that $A$ is compact. Therefore the selection of $p_{1}, p_{2}, \ldots$ must stop after a finite number of steps, and the result is proved.

Let $H$ be a set in a space $S$ and suppose that $\mathscr{F}$ is a family of sets in $S$. The family $\mathscr{F}$ covers $H$ if and only if every point of $H$ is a point in at least one member of $\mathscr{F}$. Coverings of compact sets by a finite number of open balls, as given in Theorem 6.25, have a natural extension to coverings by any family of open sets. The next theorem, an important and useful one in analysis, gives one form of this result. It is a direct extension of Theorem 3.15.

Theorem 6.26 (Heine-Borel theorem). Let A be a compact set in a metric space $S$. Suppose that $\mathscr{F}=\left\{G_{\alpha}\right\}$ is a family of open sets which covers $A$. Then a finite subfamily of $\mathscr{F}$ covers $A$.

Proof. Suppose no such subfamily exists. We shall reach a contradiction. According to Theorem 6.25 with $\delta=1 / 2$, there is a finite number of points $p_{11}, p_{12}, \ldots, p_{1 k_{1}}$ in $A$ such that $A \subset \bigcup_{i=1}^{k_{1}} B\left(p_{1 i}, 1 / 2\right)$. Then one of the sets

$$
A \cap \overline{B\left(p_{11}, 1 / 2\right)}, \quad A \cap \overline{B\left(p_{12}, 1 / 2\right)}, \quad \ldots, \quad A \cap \overline{B\left(p_{1 k_{1}}, 1 / 2\right)}
$$

is such that an infinite number of open sets of $\mathscr{F}$ are required to cover it. (Otherwise, the theorem would be proved.) Call this set $A \cap B\left(p_{1}, 1 / 2\right)$ and observe that it is a compact subset of $A$. Now apply Theorem 6.25 to this compact subset with $\delta=1 / 2^{2}$. Then there is a finite number of points $p_{21}, p_{22}$, $\ldots, p_{2 k_{2}}$ in $A \cap B\left(p_{1}, 1 / 2\right)$ such that

$$
A \cap \overline{B\left(p_{1}, 1 / 2\right)} \subset \bigcup_{i=1}^{k_{2}} B\left(p_{2 i}, 2^{-2}\right)
$$

One of the balls $B\left(p_{21}, 2^{-2}\right), \ldots, B\left(p_{2 k_{2}}, 2^{-2}\right)$ is such that an infinite number of open sets of $\mathscr{F}$ are required to cover the portion of $A$ contained in that ball. Denote that ball by $B\left(p_{2}, 1 / 4\right)$. Continuing in this way we obtain a sequence of closed balls

$$
\overline{B\left(p_{1}, \frac{1}{2}\right)}, \quad \overline{B\left(p_{2}, \frac{1}{4}\right)}, \quad \ldots, \quad \overline{B\left(p_{n}, \frac{1}{2^{n}}\right)} \quad, \ldots
$$

such that $p_{n} \in A \cap B\left(p_{n-1}, 1 / 2^{n-1}\right)$, and an infinite number of open sets of $\mathscr{F}$ are required to cover $A \cap \overline{B\left(p_{n}, 1 / 2^{n}\right)}$. Since $d\left(p_{n-1}, p_{n}\right) \leqslant 1 / 2^{n-1}$ for each $n$, the sequence $\left\{p_{n}\right\}$ is a Cauchy sequence and hence converges to some element $p_{0}$. Now since $A$ is compact, we have $p_{0} \in A$. Therefore $p_{0}$ lies in some open set $G_{0}$ of $\mathscr{F}$. Since $p_{n} \rightarrow p_{0}$, there is a sufficiently large value of $n$ such that $\overline{B\left(p_{n}, 1 / 2^{n}\right)} \subset$ $G_{0}$. However, this contradicts the fact that an infinite number of members of $\mathscr{F}$ are required to cover $B\left(p_{n}, 1 / 2^{n}\right) \cap A$.

Remarks. The compactness of $A$ is essential in establishing the Heine-Borel theorem. It is not enough to assume, for example, that $A$ is bounded. To see this, recall the set $\left\{f_{n}\right\}$ of functions in $\mathscr{E}$, the space of continuous functions, which are defined following Theorem 6.19. There we saw that $d\left(f_{n}, f_{m}\right)=1$ for all $n \neq m$. Hence we can cover $\left\{f_{n}\right\}$ by a family $\mathscr{F}$ of balls $\left\{B\left(f_{n}, \frac{1}{2}\right)\right\}$ and each ball will contain exactly one function of the set $\left\{f_{n}\right\}$. No finite subfamily can cover this set. Note that $\left\{f_{n}\right\}$ is a bounded set.

A simpler example is given by the set in $\mathbb{R}^{1}$ defined by $A=\{x: 0<x<1\}$. We cover $A$ with the family $\mathscr{F}$ of open intervals defined by $I_{a}=\{x: a / 2<$ $x<1\}$ for each $a \in A$. It is not difficult to verify that no finite subcollection of $\left\{I_{a}\right\}$ can cover $A$.

The next theorem is a useful equivalent form of the Heine-Borel theorem. The statement and proof should be compared with that of Theorem 3.16.


Figure 6.8. $B(p, \rho)$ is in one open set of $\mathscr{F}$.

Theorem 6.27 (Lebesgue lemma). Let $A$ be a compact set and $\mathscr{F}=\left\{G_{a}\right\}$ a family of open sets which covers $A$, as in Theorem 6.26. The there is a positive number $\rho$ such that for every $p \in A$ the ball $B(p, \rho)$ is contained in one of the open sets of $\mathscr{F}$.

Proof. Since $\mathscr{F}$ covers $A$, each point $p$ of $A$ is the center of some ball of radius say $2 r_{p}$ which is entirely in one open set of $\mathscr{F}$. Hence the ball $B\left(p, r_{p}\right)$ is also in the same open set. Denote by $\mathscr{G}$ the family of open balls $\left\{B\left(p, r_{p}\right)\right\}$ for all $p \in A$. By the Heine-Borel theorem, a finite subfamily of $\mathscr{G}$ which we denote

$$
B\left(p_{1}, r_{1}\right), B\left(p_{2}, r_{2}\right), \ldots, B\left(p_{k}, r_{k}\right)
$$

covers $A$. Let $\rho=\min _{1 \leqslant i \leqslant k} r_{i}$. Now if $p \in A$, then $p$ is in some ball $B\left(p_{j}, r_{j}\right)$. We have (see Figure 6.8)

$$
B(p, \rho) \subset B\left(p_{j}, r_{j}+\rho\right) \subset B\left(p_{j}, 2 r_{j}\right)
$$

The ball $B\left(p_{j}, 2 r_{j}\right)$ was chosen so that it lies in a single open set of $\mathscr{F}$. Since $p$ is an arbitrary point of $A$, the proof is complete.

The equivalent form of the Heine-Borel theorem given by the Lebesgue lemma is particularly useful in the proof of the basic theorem on the change of variables in a multiple integral. This topic is discussed in Chapter 14.

## Problems

1. Show that the union of a compact set and a finite set is compact.
2. (a) Show that the intersection of any number of compact sets is compact.
(b) Show that the union of any finite number of compact sets is compact.
(c) Show that the union of an infinite number of compact sets may not be compact.
3. Consider the space $\mathbb{R}^{2}$ with the Euclidean metric. We define $A=\{(x, y): 0 \leqslant x \leqslant 1$, $0 \leqslant y \leqslant 1\}$, and we define $B=A-\{P(1,1)\}$. Show that $B$ can be covered by an infinite family $\mathscr{F}$ of open rectangles in such a way that no finite subfamily of $\mathscr{F}$ covers $B$.
4. Let $l_{2}$ be the space of sequences $x=\left\{x_{1}, x_{2}, \ldots, x_{n}, \ldots\right\}$ such that $\sum_{i=1}^{\infty} x_{i}^{2}$ converges. In this space, define $e_{n}=\{0,0, \ldots, 0,1,0 \ldots\}$ in which all entries are zero except the $n$th which is 1 . The distance between two points $\boldsymbol{x}$ and $\boldsymbol{y}$ is $d(\boldsymbol{x}, \boldsymbol{y})=$ $\left(\sum_{i=1}^{\infty}\left(x_{i}-y_{i}\right)^{2}\right)^{1 / 2}$. Show that the set $\left\{e_{n}\right\}$ is a bounded noncompact set in $l_{2}$.
5. In $\mathbb{R}^{1}$ we cover the set $A=\{x: 0 \leqslant x \leqslant 1\}$ by a family of open intervals defined as follows:

$$
I_{a}=\left\{x: \frac{a}{2}<x<2\right\}
$$

for all $a$ such that $0<a \leqslant 1$. We define $I_{0}=\{x:-1 / 5 \leqslant x \leqslant 1 / 5\}$. Let $\mathscr{F}=I_{0} \cup$ $\left\{I_{a}: 0<a \leqslant 1\right\}$. For this family $\mathscr{F}$ find a value of $\rho$ in the Lebesgue lemma.
6. Suppose that $\mathscr{F}$ is a family of open sets in $\mathbb{R}^{2}$ which covers the rectangle $R=$ $\{(x, y): a \leqslant x \leqslant b, c \leqslant y \leqslant d\}$. Show that $R$ can be divided into a finite number of rectangles by lines parallel to the sides of $R$ such that no two rectangles have common interior points and such that each closed rectangle is contained in one open set of $\mathscr{F}$.
7. Let $\mathscr{A}$ be the space of sequences $x=\left\{x_{1}, x_{2}, \ldots, x_{n}, \ldots\right\}$ in which only a finite number of the $x_{i}$ are different from zero. In $\mathscr{A}$ define $d(\boldsymbol{x}, \boldsymbol{y})$ by the formula

$$
d(\boldsymbol{x}, \boldsymbol{y})=\max _{1 \leqslant i<\infty}\left|x_{i}-y_{i}\right| .
$$

(a) Show that $\mathscr{A}$ is a metric space.
(b) Find a closed bounded set in $\mathscr{A}$ which is not compact.
8. Suppose that $\mathscr{F}$ is a family of open sets in $\mathbb{R}^{2}$ which covers the circle $C=$ $\left\{(x, y): x^{2}+y^{2}=1\right\}$. Show that there is a $\rho>0$ such that $\mathscr{F}$ covers the set

$$
A=\left\{(x, y):(1-\rho)^{2} \leqslant x^{2}+y^{2} \leqslant(1+\rho)^{2}\right\} .
$$

9. Show that in a metric space a closed subset of a compact set is compact (Theorem 6.21).
10. Give an example of points in $\mathbb{R}^{1}$ which form a compact set and whose limit points form a countable set.
11. Show that in a metric space a convergent sequence is a Cauchy sequence (Theorem 6.22).
12. Let $\left\{p_{n}\right\}$ be a Cauchy sequence in a compact set $A$ in a metric space. Show there is a point $p_{0} \in A$ such that $p_{n} \rightarrow p_{0}$ as $n \rightarrow \infty$ (Theorem 6.23).
13. Let $S_{1}, \ldots, S_{n}, \ldots$ be a sequence of closed sets in the compact set $A$ such that $S_{n} \supset S_{n+1}, n=1,2, \ldots$. Show that $\bigcap_{n=1}^{\infty} S_{n}$ is not empty.
14. In $\mathbb{R}^{3}$ with the Euclidean metric consider all points on the surface $x_{1}^{2}+x_{2}^{2}-x_{3}^{2}=$ 1 . Is this set compact?

### 6.5. Functions on Compact Sets

In Chapter 3, we discussed the elementary properties of functions defined on $\mathbb{R}^{1}$ with range in $\mathbb{R}^{1}$. We were also concerned with functions whose domain consisted of a part of $\mathbb{R}^{1}$, usually an interval. In this section we develop properties of functions with domain all or part of an arbitrary metric space $S$ and with range in $\mathbb{R}^{1}$. That is, we consider real-valued functions. We first take up the fundamental notions of limits and continuity.

Definition. Suppose that $f$ is a function with domain $A$, a subset of a metric space $S$, and with range in $\mathbb{R}^{1}$; we write $f: A \rightarrow \mathbb{R}^{1}$. We say that $f(p)$ tends to $l$ as $p$ tends to $p_{0}$ through points of $A$ if and only if (i) $p_{0}$ is a limit point of $A$, and (ii) for each $\varepsilon>0$ there is a $\delta>0$ such that

$$
|f(p)-l|<\varepsilon \text { for all } p \text { in } A
$$

with the property that $0<d\left(p, p_{0}\right)<\delta$. We write

$$
f(p) \rightarrow l \quad \text { as } p \rightarrow p_{0}, \quad p \in A .
$$

We shall also use the notation

$$
\lim _{\substack{p \rightarrow p_{0} \\ p \in A}} f(p)=l .
$$

Observe that the above definition does not require $f\left(p_{0}\right)$ to be defined nor does $p_{0}$ have to belong to the set $A$. However, when both of these conditions hold, we are able to define continuity for real-valued functions.

Definitions. Let $A$ be a subset of a metric space $S$, and suppose $f: A \rightarrow \mathbb{R}^{1}$ is given. Let $p_{0} \in A$. We say that $f$ is continuous with respect to $A$ at $p_{0}$ if and only if (i) $f\left(p_{0}\right)$ is defined, and (ii) either $p_{0}$ is an isolated point of $A$ or $p_{0}$ is a limit point of $A$ and

$$
f(p) \rightarrow f\left(p_{0}\right) \quad \text { as } p \rightarrow p_{0}, \quad p \in A .
$$

We say that $f$ is continuous on $A$ if and only if $f$ is continuous with respect to $A$ at every point of $A$.

Remarks. If the domain of $f$ is the entire metric space $S$, then we say $f$ is continuous at $p_{0}$, omitting the phrase "with respect to $A$ ". The definitions of limit and continuity for functions with domain in one metric space $S_{1}$ and range in another metric space $S_{2}$ are extensions of those given above. See Problem 9 at the end of this section. A fuller discussion is given in Section 6.7.

The theorems in Section 2.2 all have straightforward extensions to functions defined on subsets of a metric space with the exception of the theorem on composite functions (Theorem 2.7). To illustrate the extensions we first establish the analog of Theorem 2.1 on the uniqueness of limits.

Theorem 6.28 (Uniqueness of limits). Let $A$ be a subset of a metric space $S$ and suppose $f: A \rightarrow \mathbb{R}^{1}$ is given. If

$$
f(p) \rightarrow L \quad \text { as } p \rightarrow p_{0}, \quad p \in A
$$

and

$$
f(p) \rightarrow M \quad \text { as } p \rightarrow p_{0}, \quad p \in A
$$

then $L=M$.
Proof. Suppose $L \neq M$. We assume $L<M$, the proof for $L>M$ being the same. Define $\varepsilon=(M-L) / 2$. Then there are numbers $\delta_{1}>0$ and $\delta_{2}>0$ such that

$$
\begin{array}{ll}
|f(p)-L|<\varepsilon & \text { for all } p \in A \text { for which } 0<d\left(p, p_{0}\right)<\delta_{1}  \tag{6.8}\\
|f(p)-M|<\varepsilon & \text { for all } p \in A \text { for which } 0<d\left(p, p_{0}\right)<\delta_{2}
\end{array}
$$

Let $\delta$ be smaller of $\delta_{1}$ and $\delta_{2}$. Since $p_{0}$ is a limit point of $A$, there is a point $\bar{p} \in B\left(p_{0}, \delta\right)$ which is in $A$. We have from the inequalities in (6.8)

$$
M-L \leqslant|M-f(\bar{p})|+|f(\bar{p})-L|<\varepsilon+\varepsilon=2 \varepsilon
$$

a contradiction to $\varepsilon=(M-L) / 2$. Hence $M=L$.
Note the similarity of the above proof to the proof of Theorem 2.1. The proofs of Theorems 2.2-2.6 and 2.8 to 2.10 may be generalized in exactly the same way. (See Problems 1-8 at the end of this section.)

The basic properties of functions defined on $\mathbb{R}^{1}$ discussed in Chapter 3 do not always have direct analogs for functions defined on a subset of a metric space. For example, the Intermediate-value theorem (Theorem 3.4) for functions defined on an interval of $\mathbb{R}^{1}$ does not carry over to real-valued functions defined on all or part of a metric space. However, when the domain of a real-valued function is a compact subset of a metric space, many of the theorems of Chapter 3 have natural extensions. For example, the following theorem is the analog of the Boundedness theorem (Theorem 3.12).

Theorem 6.29. Let $A$ be a compact subset of a metric space $S$. Suppose that $f: A \rightarrow \mathbb{R}^{1}$ is continuous on $A$. Then the range of $f$ is bounded.

Proof. We assume the range is unbounded and reach a contradiction. Suppose that for each positive integer $n$, there is a $p_{n} \in A$ such that $\left|f\left(p_{n}\right)\right|>n$. Since $A$ is compact, the sequence $\left\{p_{n}\right\} \subset A$ must have a convergent subsequence, say $\left\{q_{n}\right\}$, and $q_{n} \rightarrow \bar{p}$ with $\bar{p} \in A$. Since $f$ is continuous on $A$, we have $f\left(q_{n}\right) \rightarrow f(\bar{p})$ as $n \rightarrow \infty$. Choosing $\varepsilon=1$ in the definition of continuity on $A$ and observing that $d\left(q_{n}, \bar{p}\right) \rightarrow 0$ as $n \rightarrow \infty$, we can state that there is an $N_{1}$ such that for $n>N_{1}$, we have

$$
\left|f\left(q_{n}\right)-f(\bar{p})\right|<1 \quad \text { whenever } \quad n>N_{1} .
$$

We choose $N_{1}$ so large that $|f(\bar{p})|<N_{1}$. Now for $n>N_{1}$, we may write

$$
\left|f\left(q_{n}\right)\right|=\left|f\left(q_{n}\right)-f(\bar{p})+f(\bar{p})\right| \leqslant\left|f\left(q_{n}\right)-f(\bar{p})\right|+|f(\bar{p})|<1+|f(\bar{p})|
$$

Since $q_{n}$ is at least the $n$th member of the sequence $\left\{p_{n}\right\}$, it follows that $\left|f\left(q_{n}\right)\right|>n$ for each $n$. Therefore,

$$
n<\left|f\left(q_{n}\right)\right|<1+|f(\bar{p})|<1+N_{1}
$$

a contraduction for $n$ sufficiently large. Hence the range of $f$ is bounded.
Note the similarity of the above proof to that of Theorem 3.12. Also, observe the essential manner in which the compactness of $A$ is employed. The result clearly does not hold if $A$ is not compact. The next result is the analog of the Extreme-value theorem (Theorem 3.12). The proof is left to the reader.

Theorem 6.30. Let $A$ be a compact subset of a metric space S. Suppose that $f: A \rightarrow \mathbb{R}^{1}$ is continuous on $A$. Then the range of $f$ contains its supremum and infimum.

Definition. Let $A$ be a subset of a metric space $S$, and suppose $f: A \rightarrow \mathbb{R}^{1}$ is given. We say that $f$ is uniformly continuous on a set $B$ if and only if (i) $B \subset A$, (ii) for each $\varepsilon>0$ there is a $\delta>0$ such that $|f(p)-f(q)|<\varepsilon$ whenever $p, q \in B$ and $d(p, q)<\delta$. (The quantity $\delta$ depends on $\varepsilon$ but not on the particular points $p, q$ in $B$.)

The Uniform continuity theorem (Theorem 3.13) has the following extension.

Theorem 6.31. Suppose that $f: A \rightarrow \mathbb{R}^{1}$ is continuous on a compact set $B$, and $B \subset A$. Then $f$ is uniformly continuous on $B$.

The proof follows that of Theorem 3.13 and is left to the reader.

## Problems

In Problems 1 through 7 a set $A$ in a metric space $S$ is given. All functions are real-valued (range in $\mathbb{R}^{1}$ ) and have domain $A$.

1. If $c$ is a number and $f(p)=c$ for all $p \in A$, then show that for any limit point $p_{0}$ of $A$, we have

$$
\lim _{\substack{p \rightarrow p_{0} \\ p \in A}} f(p)=c
$$

(Theorem on limit of a constant).
2. Suppose $f$ and $g$ are such that $f(p)=g(p)$ for all $p \in A-\left\{p_{0}\right\}$ where $p_{0}$ is a limit point of $A$, and suppose that $f(p) \rightarrow l$ as $p \rightarrow p_{0}, p \in A$. Show that $g(p) \rightarrow l$ as $p \rightarrow p_{0}$, $p \in A$ (Limit of equal functions).
3. Suppose that $f_{1}(p) \rightarrow l_{1}$ as $p \rightarrow p_{0}, p \in A$ and $f_{2}(p) \rightarrow l_{2}$ as $p \rightarrow p_{0}, p \in A$. Show that $f_{1}(p)+f_{2}(p) \rightarrow l_{1}+l_{2}$ as $p \rightarrow p_{0}, p \in A$.
4. Under the hypotheses of Problem 3, show that $f_{1}(p) \cdot f_{2}(p) \rightarrow l_{1} \cdot l_{2}$ as $p \rightarrow p_{0}, p \in A$.
5. Assume the hypotheses of Problem 3 hold and that $l_{2} \neq 0$. Show that $f_{1}(p) / f_{2}(p) \rightarrow l_{1} / l_{2}$ as $p \rightarrow p_{0}, p \in A$.
6. Suppose that $f(p) \leqslant g(p)$ for all $p \in A$, that $f(p) \rightarrow L$ as $p \rightarrow p_{0}, p \in A$, and that $g(p) \rightarrow M$ as $p \rightarrow p_{0}, p \in A$. Show that $L \leqslant M$. Show that the same result holds if we assume $f(p) \leqslant g(p)$ in some open ball containing $p_{0}$.
7. State and prove an analog to Theorem 2.10 (Sandwiching theorem) for functions defined on a set $A$ in a metric space with range in $\mathbb{R}^{1}$.
8. Prove the following extension of the composite function theorem (Theorem 2.7). Suppose that $f: \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$ is continuous at $L$ and that $g$ is a function $g: S \rightarrow \mathbb{R}^{1}$, where $S$ is a metric space. Assume that $g(p) \rightarrow L$ as $p \rightarrow p_{0}, p \in S$. Then $f[g(p)] \rightarrow$ $f(L)$ as $p \rightarrow p_{0}, p \in S$.
9. Let $S_{1}$ and $S_{2}$ be two metric spaces. Suppose $f: S_{1} \rightarrow S_{2}$ is given.
(a) Define continuity at a point $p_{0} \in S_{1}$.
(b) Let $A$ be a subset of $S_{1}$. Define continuity of $f$ at $p_{0}$ with respect to $A$.
(c) Define the statement: $f(p) \rightarrow q_{0}$ as $p \rightarrow p_{0}$ through points of $A$; that is

$$
\lim _{\substack{p \rightarrow p_{0} \\ p \in \mathcal{A}}} f(p)=q_{0} .
$$

10. Let $A$ be a subset of a metric space $S$ and suppose we are given $f: A \rightarrow \mathbb{R}^{2}$ with the Euclidean metric in $\mathbb{R}^{2}$. Using the definition of limit obtained in Problem 9, prove a generalization of the theorem on uniqueness of limits (Theorem 6.28). Does the result hold if $\mathbb{R}^{2}$ is replaced by a general metric space $S_{2}$ ?
11. Let $A$ be a subset of $\mathbb{R}^{1}$ and let $f: A \rightarrow \mathbb{R}^{1}$ be continuous on $A$. Show, by constructing an example, that if $A$ is not an interval then the Intermediate-value theorem (Theorem 3.4) may not hold.
12. Suppose $f: A \rightarrow \mathbb{R}^{1}$ is continuous on $A$, a compact set in a metric space. Show that the range of $f$ contains its supremum and infimum (Theorem 6.30).
13. Suppose that $f: A \rightarrow \mathbb{R}^{1}$ is continuous on a compact set $B$ in $A$. Show that $f$ is uniformly continuous on $B$ (Theorem 6.31).
14. Let $A=\{(x, y): 0 \leqslant x \leqslant 1,0 \leqslant y \leqslant 1\}$ be a subset of $\mathbb{R}^{2}$. We define $B=$ $A-\{(1,1)\}$. Show that the function $f: B \rightarrow \mathbb{R}^{1}$ given by

$$
f(x, y)=(1-x y)^{-1}
$$

is continuous on $B$ but not uniformly continuous on $B$.
15. Show how Theorem 6.29 may be proved by using the Heine-Borel theorem (Theorem 6.26).
16. Prove Theorem 6.31 by means of the Lebesgue lemma (Theorem 6.27).

### 6.6. Connected Sets

Intuitively, we think of a set of points as connected if any two points of the set can be joined by a path of points situated entirely within the set itself. Looked at another way, we may think of a set as connected if it cannot be divided into two or more "separate pieces." It is this latter characterization which we use for the definition of a connected set.

Definition. A set $A$ in a metric space $S$ is said to be connected if and only if $A$ cannot be represented as the union of two nonempty disjoint sets neither of which contains a limit point of the other.

For example, the set $A$ in $\mathbb{R}^{1}$ given by

$$
A=\{x: 0<x<1 \text { or } 1<x<2\}
$$

is not connected. To see this, note that $A=B_{1} \cup B_{2}$ where $B_{1}=\{x: 0<x<1\}$ and $B_{2}=\{x: 1<x<2\}$. The sets $B_{1}$ and $B_{2}$ are disjoint. While $B_{1}$ and $B_{2}$ have a common limit point $(x=1)$, the point itself is in neither set (Figure 6.9).

We give a second more interesting example by defining in $\mathbb{R}^{2}$ the sets $D_{1}=$ $\left\{(x, y):(x-1)^{2}+y^{2} \leqslant 1\right\}$ and $D_{2}=\left\{(x, y):(x+1)^{2}+y^{2}<1\right\}$. The set $C$ given by $D_{1} \cup D_{2}$ is connected. Although $D_{1}$ and $D_{2}$ are disjoint sets, observe that $P(0,0)$, a member of $D_{1}$, is a limit point of $D_{2}$ (Figure 6.10). It can be shown that there is no way to decompose $C$ into two nonempty sets neither of which contains a limit point of the other.

Notation. Let $f: X \rightarrow Y$ be a function from a metric space $X$ into a metric space $Y$. Suppose that $S$ is a subset of $X$. Then $f \mid S$ denotes the function $f$ restricted to $S$. The range of $f \mid S$ is denoted by $R(f \mid S)$.

The following theorem, an extension to metric spaces of Theorem 3.9, indicates the importance of the notation of connectedness.

Theorem 6.32 (Intermediate-value theorem). Suppose $f$ is a function from a metric space $X$ into $\mathbb{R}^{1}$ which is continuous on a nonempty connected set $S$. Then $R(f \mid S)$ is an interval or a point.

Proof. If $f \mid S$ is constant, then $R(f \mid S)$ is a point. Otherwise, by virtue of Theorem 3.8, it is sufficient to show that if $y_{1}$ and $y_{2} \in R(f \mid S)$ and $c$ is between $y_{1}$ and $y_{2}$, then $c \in R(f \mid S)$. Suppose $c$ is not in $R(f \mid S)$. Let $S_{1}$ be the subset of points $p \in S$ where $f(p)<c$ and let $S_{2}$ be the subset of points $p \in S$ where
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$f(p)>c$. Then $S_{1}$ and $S_{2}$ are disjoint and also nonempty since $y_{1}, y_{2} \in R(f \mid S)$, i.e., there are points $p_{i}$ (in $S_{i}$ ) such that $f\left(p_{i}\right)=y_{i}, i=1,2$. Therefore, since $S$ is connected, one of the $S_{i}$ must contain a limit point of the other. On the other hand, suppose $p_{0} \in S_{1}$ and let $\varepsilon=c-f\left(p_{0}\right)$. Then $\varepsilon>0$ and there is a $\delta>0$ such that $\left|f(p)-f\left(p_{0}\right)\right|<\varepsilon$ for all $p$ in $S$ with $d\left(p, p_{0}\right)<\delta$. For all such points, $f(p)<f\left(p_{0}\right)+\varepsilon=c$, so that $p \in S_{1}$. Thus $B\left(p_{0}, \delta\right)$ contains no points of $S_{2}$ and so $p_{0}$ is not a limit point of $S_{2}$. Similarly no point of $S_{2}$ is a limit point of $S_{1}$. This is a contradiction. Then $c$ is in the range of $f$ and so $R(f \mid S)$ is an interval.

The proofs of the following two theorems are left to the reader (see Problems 1 and 2 at the end of the section).

Theorem 6.33. Let $\mathscr{F}$ be any family of connected subsets of a metric space $X$ such that any two members of $\mathscr{F}$ have a common point. Then the union $A=$ $\bigcup\{S: S \in \mathscr{F}\}$ of all the sets in $\mathscr{F}$ is connected.

Theorem 6.34. If S is a connected subset of a metric space, then $\bar{S}$ is connected.
Theorem 6.35. Any interval $I$ in $\mathbb{R}^{1}$ is a connected subset of $\mathbb{R}^{1}$.
Proof. It is sufficient to prove the theorem for a closed interval $I=[a, b]$ since any interval $I$ is either already closed or is the union of an increasing sequence $\left\{\left[a_{n}, b_{n}\right]\right\}$ of closed intervals; that is, $\left[a_{n}, b_{n}\right] \subset\left[a_{n+1}, b_{n+1}\right]$ for each $n$. For example, $[a, b)=\bigcup_{n=1}^{\infty}\left[a_{n}, b_{n}\right]$, where $a_{n}=a$ and where

$$
b_{n}=b-(b-a) / 2^{n}, n=1,2, \ldots ;
$$

similarly, $[a,+\infty)=\bigcup_{n=1}^{\infty}[a, a+n]$. Analogous formulas hold for other types of intervals. Hence, once the result is established for a closed interval, Theorem 6.33 yields the result for any interval.

Suppose the interval $[a, b]=S_{1} \cup S_{2}$ where $S_{1}$ and $S_{2}$ are disjoint and nonempty. Let $U_{i}=\sup S_{i}, i=1,2$; by renumbering the $S_{i}$, if necessary, we may assume $U_{1} \leqslant U_{2} \leqslant b$. Suppose $U_{1}<b$. Then every $x$ with $U_{1}<x \leqslant b$ belongs to $S_{2}$ so $U_{2}=b$. If $U_{1} \in S_{1}$, it is certainly a limit point of $S_{2}$. If $U_{1} \in S_{2}$, then it is not in $S_{1}$ and hence is a limit point of $S_{1}$ (see the Corollary to Theorem 3.5). If $U_{1}=U_{2}=b$, then $b \in S_{1}$ or $S_{2}$. If $b \in S_{1}$, it is a limit point of $S_{2}$ and vice-versa. Thus in all cases, one of the $S_{i}$ contains a limit point of the other. Hence $[a, b]$ is connected.

Suppose $f$ is a function from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$ which is continuous on an interval $I$. Then $f \mid I$, i.e. the set $\{(x, y): x \in I$ and $y=f(x)\}$, is connected (the proof of this fact is left to the reader). For example, if we assume that the sine function is continuous and periodic on $\mathbb{R}^{1}$ and has range $J=\{y:-1 \leqslant y \leqslant 1\}$, we see that the following sets $S_{1}$ and $S_{2}$ are connected:

$$
\begin{align*}
& S_{1}=\{(x, y): x>0, y=\sin (1 / x)\},  \tag{6.9}\\
& S_{2}=\{(x, y): x<0, y=\sin (1 / x)\} .
\end{align*}
$$

Their union is not connected. However, if $-1 \leqslant \eta \leqslant 1$, the set

$$
S_{1} \cup S_{2} \cup\{(x, y):-1 \leqslant x \leqslant 1, y=\eta\}
$$

is connected; but if $|\eta|>1$, the set

$$
S_{1} \cup S_{2} \cup\{(x, y):-1 \leqslant x \leqslant 1, y=\eta\}
$$

is not connected. The proofs of all these facts are left to the reader. Further theorems and examples concerning connected sets are given in the next section.

## Problems

1. Prove Theorem 6.33. [Hint: Let $A=\sum_{1} \cup \sum_{2}$ where $\sum_{1}$ and $\sum_{2}$ are disjoint and nonempty. Then prove by contradiction that some $S$ of $\mathscr{F}$ has a nonempty intersection with both $\sum_{1}$ and $\sum_{2}$.]
2. Prove that if $S$ is a connected subset of a metric space, then $\bar{S}$ is connected (Theorem 6.34).
3. Prove that if $f$ is a function from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$ which is continuous on an interval $I$, then the set $\{(x, y): x \in I, y=f(x)\}$ is a connected subset of $\mathbb{R}^{2}$.
In Problems 4, 5, and 6 assume that $S_{1}$ and $S_{2}$ are the sets defined in Equations (6.9); also assume the elementary properties of the sine function.
4. Prove that $S_{1} \cup S_{2}$ is not connected.
5. Prove that $S_{1} \cup S_{2} \cup\{(x, y):-1 \leqslant x \leqslant 1, y=\eta\}$ is connected if $|\eta| \leqslant 1$.
6. Prove that $S_{1} \cup S_{2} \cup\{(x, y):-1 \leqslant x \leqslant 1, y=\eta\}$ is not connected if $|\eta|>1$.
7. Prove that if $A$ is a connected set in a metric space and $A \subset B \subset \bar{A}$, then $B$ is connected.
8. Prove that if $S$ is a closed subset of a metric space which is not connected then there exist closed, disjoint, nonempty subsets $S_{1}$ and $S_{2}$ of $S$ such that $S=S_{1} \cup S_{2}$.
9. Let $A$ be the set of all rational numbers in $\mathbb{R}^{1}$. Show that $A$ is not connected.
10. Let $B$ be the set of points in $\mathbb{R}^{2}$ both of whose coordinates are rational. Show that $B$ is not connected.
11. Let $A$ and $B$ be connected sets in a metric space with $A-B$ not connected and suppose $A-B=C_{1} \cup C_{2}$ where $\bar{C}_{1} \cap C_{2}=C_{1} \cap \bar{C}_{2}=\varnothing$. Show that $B \cup C_{1}$ is connected.
12. Let $I=\{x: a \leqslant x \leqslant b\}$ and suppose that $f: I \rightarrow I$ is continuous. Show that $f$ has a fixed point, i.e., show that the equation $f(x)=x$ has at least one solution. [Hint: Assume the result is false and form the function $F(x)=x-f(x)$. Note that $f(a)>a$ and $f(b)<b$, and that $F$ is continuous under the hypothesis that $x \neq f(x)$ for all $x \in I$.]
13. In $R^{3}$ with the Euclidean metric, show that the set $S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}=x_{3}^{2}\right.$, $\left.\left(x_{1}, x_{2}, x_{3}\right)+(0,0,0)\right\}$ is not connected.

### 6.7. Mappings from One Metric Space to Another

In Section 1.2 we defined a relation from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$, and we also described functions or mappings as special cases of relations. We now define relations and functions between arbitrary sets and show how some of the theorems developed for continuous real-valued functions may be extended to functions from one metric space to another.

Definitions. A relation from a set $A$ to a set $B$ is a collection of ordered pairs $(p, q)$ in which $p \in A$ and $q \in B$. The set of all the elements $p$ in the collection is called the domain of the relation and the set of all the elements $q$ is called the range. If no two of the ordered pairs in the collection have the same first element, the relation is called a mapping. We also use the terms function and transformation to mean the same thing. If $f$ is a mapping from $A$ to $B$ we write $f: A \rightarrow B$ and if $p$ is in the domain, the $f(p)$ is the unique element $q$ such that $(p, q) \in f$. If $f$ is a mapping from $A$ to $B$ and the domain of $f$ is all of $A$, we say that $f$ is on $A$ into $B$. If the range of $f$ is all of $B$, we say the mapping is onto $B$. If $A_{1}$ is a subset of the domain of the mapping $f$, then the image $f\left(A_{1}\right)$ under $f$ consists of all points $q$ such that $f(p)=q$ for some $p \in A_{1}$. If $B_{1}$ is a subset of the range of $f$, the inverse image $f^{-1}\left(B_{1}\right)$ under $f$ is the set of all $p$ in the domain of $f$ such that $f(p) \in B_{1}$. If $T$ is a relation from $A$ to $B$, the inverse relation $T^{-1}$ is the set of all ordered pairs $(q, p)$ such that $(p, q) \in T$.

Remarks. (i) The inverse relation of a mapping $f$ is ordinarily not a mapping. However, if $f$ is one-to-one, then the inverse $f^{-1}$ will be a mapping also. (ii) We recall that the parametric equations of a curve in three-space are given by

$$
x_{1}=f(t), \quad x_{2}=g(t), \quad x_{3}=h(t) .
$$

These equations represent a mapping from $\mathbb{R}^{1}$ to $\mathbb{R}^{3}$. More generally a mapping $f$ from $\mathbb{R}^{N}$ to $\mathbb{R}^{M}$ may be given explicitly by a set of $M$ equations of the form

$$
\begin{gathered}
y_{1}=f_{1}\left(x_{1}, x_{2}, \ldots, x_{N}\right), \\
y_{2}=f_{2}\left(x_{1}, x_{2}, \ldots, x_{N}\right), \\
\vdots \\
y_{M}=f_{M}\left(x_{1}, x_{2}, \ldots, x_{N}\right) .
\end{gathered}
$$

Each $f_{i}$ is a mapping from $\mathbb{R}^{N}$ to $\mathbb{R}^{1}$, and the collection represents a mapping from $\mathbb{R}^{N}$ to $\mathbb{R}^{M}=\mathbb{R}^{1} \times \mathbb{R}^{1} \times \cdots \times \mathbb{R}^{1}$ ( $M$ factors).

Suppose that the domain and range of a mapping are sets in metric spaces. Then we easily extend to such mappings the definitions of limit and continuity given in Chapter 3 for functions from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. It turns out that many of the Theorems of Chapter 3 use only the fact that $\mathbb{R}^{1}$ is a metric space.

Definitions. Let $\left(S_{1}, d_{1}\right)$ and $\left(S_{2}, d_{2}\right)$ be metric spaces, and suppose that $f$ is a mapping from $S_{1}$ into $S_{2}$. Let $A$ be a subset of $S_{1}$. We say that $f(p)$ tends to $q_{0}$ as $p$ tends to $p_{0}$ for $p \in A$ if and only if (i) $p_{0}$ is a limit point of $A$, and (ii) for every $\varepsilon>0$ there is a $\delta>0$ such that $d_{2}\left(f(p), q_{0}\right)<\varepsilon$ for all $p \in A$ such that $d_{1}\left(p, p_{0}\right)<\delta$. We say also that $f(p)$ has the limit $q_{0}$ as $p$ tends to $p_{0}$ (after uniqueness of limits is proved). The symbols

$$
f(p) \rightarrow q_{0} \quad \text { as } \quad p \rightarrow p_{0}, \quad p \in A
$$

and

$$
\lim _{\substack{p \rightarrow p_{0} \\ p \in A}} f(p)=q_{0}
$$

are used. If $A$ is the entire space $S_{1}$, we omit the phrase "for all $p \in A$ " in the above definition. The mapping $f$ is continuous with respect to $A$ at $p_{0}$ if and only if (i) $f\left(p_{0}\right)$ is defined, and (ii) either $p_{0}$ is an isolated point of $A$ or $p_{0}$ is a limit point of $A$ and $f(p) \rightarrow f\left(p_{0}\right)$ as $p \rightarrow p_{0}$ for $p \in A$. A function $f$ is continuous on $A$ if and only if $f$ is continuous with respect to $A$ at each point of $A$. If $A$ is all of $S_{1}$, we omit the phrase "with respect to $A$ " in the definition of continuity.

It is important to observe that a function may be continuous with respect to a set $A$ at some points of $S_{1}$ and yet not be continuous at these same points with respect to a larger set. For example, consider the function $f$ from $\mathbb{R}^{1}$ into
$\mathbb{R}^{1}$ defined by

$$
f(x)= \begin{cases}1 & \text { if } x \text { is rational } \\ 0 & \text { if } x \text { is irrational }\end{cases}
$$

Then $f$ is not continuous at any point. However, if $A$ denotes the set of rational numbers in $\mathbb{R}^{1}$, then $f$ is continuous with respect to $A$ at every rational number. This fact is obvious since $f$ is constant on $A$. On the other hand, $f$ is not continuous with respect to $A$ at any irrational number although every irrational is a limit point of points in $A$.

The theorems in Section 6.5 on functions defined on a metric space into $\mathbb{R}^{1}$ have direct analogs to functions from one metric space to another. Some of these are stated in the problems at the end of this section. We illustrate the form such theorems take in the following version of the Composite function theorem.

Theorem 6.36 (Composite function theorem). Suppose that $f$ is a mapping on a metric space $\left(S_{1}, d_{1}\right)$ into a metric space $\left(S_{2}, d_{2}\right)$, and that $g$ is a mapping on $\left(S_{2}, d_{2}\right)$ into a metric space $\left(S_{3}, d_{3}\right)$.
(a) Suppose that $f(p) \rightarrow q_{0}$ as $p \rightarrow p_{0}$ and that $g$ is continuous at $q_{0}$. Then $g[f(p)] \rightarrow g\left(q_{0}\right)$ as $p \rightarrow p_{0}$.
(b) Suppose that $f$ is continuous on $S_{1}$ and $g$ is continuous on $S_{2}$. Then the composite function $g \circ f$ is continuous on $S_{1} .($ Here $g \circ f(p)=g[f(p)]$.)

The proof is similar to the proof of the Composite function theorem for functions on $\mathbb{R}^{1}$ (Theorem 2.7).

The next theorem shows that continuous functions may be characterized in terms of the open sets in a metric space.

Theorem 6.37. Let $f$ be a mapping on a metric space $\left(S_{1}, d_{1}\right)$ into a metric space $\left(S_{2}, d_{2}\right)$. Then $f$ is continuous on $S_{1} \Leftrightarrow$ for every open set $U$ in $S_{2}$, the set $f^{-1}(U)$ is an open set in $S_{1}$.

## Proof

(a) Assume that $f$ is continuous on $S_{1}$. Let $U$ be an open set in $S_{2}$. We shall show that $f^{-1}(U)$ is an open set in $S_{1}$. Consider $p_{0} \in f^{-1}(U)$. From the definition of continuity, for every $\varepsilon>0$ there is a $\delta>0$ such that $d_{2}(f(p)$, $\left.f\left(p_{0}\right)\right)<\varepsilon$ whenever $d_{1}\left(p, p_{0}\right)<\delta$. Select $\varepsilon$ so small that the open ball $B\left(f\left(p_{0}\right)\right.$, $\varepsilon$ ) is contained in $U$. Then $f^{-1}(B) \subset f^{-1}(U)$. Also, the open ball $B_{1}\left(p_{0}, \delta\right)$ which, from the definition of continuity is contained in $f^{-1}(B)$, is also in $f^{-1}(U)$. This shows that $p_{0}$ is an interior point of $f^{-1}(U)$. Therefore every point of $f^{-1}(U)$ is an interior point, and so $f^{-1}(U)$ is open.
(b) Assume that $f^{-1}(U)$ is open for every.open set $U$ in $S_{2}$. We shall show that $f$ is continuous. Consider $p_{0} \in S_{1}$ and let $\varepsilon>0$ be given. The open ball $B\left(f\left(p_{0}\right), \varepsilon\right)$ in $S_{2}$ has an inverse image which is open and which contains $p_{0}$.

We choose $\delta$ so small that the open ball $B_{1}\left(p_{0}, \delta\right)$ is contained entirely in $f^{-1}(B)$. Then the definition of continuity is satisfied with this value of $\delta$.

The statements of many theorems are greatly simplified when we introduce the notion of a "metric subspace" of a metric space. Such a space may be generated by any subset of a given metric space, and it enables us to regard the given subset as the universe of discourse instead of the whole space.

Definition. Suppose that $(X, d)$ is a metric space and suppose $S \subset X$. The metric subspace generated by $S$ is the metric space ( $S, d_{S}$ ) where $d_{S}$ is the restriction of the metric $d$ to $(S \times S)$.

The proofs of the following facts are left to the reader.

## Theorem 6.38

(a) Suppose that $f$ is a mapping from a metric space $X$ into a metric space $Y$, that $S \subset X$, and that $P_{0}, P_{n} \in S, n=1,2, \ldots ;$ also, suppose that $f$ is continuous with respect to $S$ at $P_{0}$, that $f\left(P_{n}\right)$ is defined for each $n$, and that $P_{n} \rightarrow P_{0}$. Then $f\left(P_{n}\right) \rightarrow f\left(P_{0}\right)$.
(b) Suppose that $f$ is a mapping from a metric space $X$ with metric $d$ into a metric space $Y$ with metric $d^{\prime}$, that $S \subset X$, and that $P_{0} \in S$. Then $f$ is continuous with respect to $S$ at $P_{0} \Leftrightarrow f\left(P_{0}\right)$ is defined and, for each $\varepsilon>0$, there is a $\delta>0$ such that $d^{\prime}\left(f(P), f\left(P_{0}\right)\right)<\varepsilon$ for all $P$ in $S$ for which $d\left(P, P_{0}\right)<\delta$.

A partial converse to Theorem 6.38(a) is easily stated for the case that $S$ is the whole space.

Theorem 6.39. Suppose that $f$ is a mapping from a metric space $X$ onto a metric space $Y$, that $P_{0} \in X$, and that $f\left(P_{n}\right) \rightarrow f\left(P_{0}\right)$ for every sequence $\left\{P_{n}\right\}$ in $X$ such that $P_{n} \rightarrow P_{0}$. Then $f$ is continuous at $P_{0}$.

Proof. Suppose $f$ is not continuous at $P_{0}$. Then, from Theorem 6.38(b) with $S=X$, there is an $\varepsilon_{0}>0$ such that there is no $\delta$ satisfying the condition of that theorem. Thus, for each $n$, there is a $P_{n}$ such that $d\left(P_{0}, P_{n}\right)<1 / n$ but $d^{\prime}\left(f\left(P_{n}\right), f\left(P_{0}\right)\right) \geqslant \varepsilon_{0}$. Then $P_{n} \rightarrow P_{0}$ but $f\left(P_{n}\right)$ does not $\rightarrow f\left(P_{0}\right)$, a contradiction.

The following versions of the Composite function theorem hold.
Theorem 6.40 (Composite function theorem). Suppose $f$ is a continuous mapping from a metric space $X$ into a metric space $Y$ and $g$ is a continuous mapping from $Y$ into a metric space $Z$.
(a) If $g$ is continuous at $Q_{0}$ and $f(P) \rightarrow Q_{0}$ as $P \rightarrow P_{0}$, then $g[f(P)] \rightarrow g\left(Q_{0}\right)$ as $P \rightarrow P_{0}$.
(b) If the domain of $f$ is $X$, the domain of $g$ is $Y$, if $f$ is continuous on $X$ and if $g$ is continuous on $Y$, then $g \circ f$ is continuous on $X$. (Here $g \circ f$ denotes the composite map: $(g \circ f)(P)=g[f(P)]$.

The proofs are left to the reader.

## Remarks

(i) If the domain of a function $f$ is a subset of a metric space $S_{1}$, we may reword Theorem 6.37 appropriately. Consider the domain of $f$ as a subspace, and then the inverse image of an open set in the range must be an open set in this subspace.
(ii) It is not true that continuous functions always map open sets onto open sets. For example, the function $f$ from $\mathbb{R}^{1}$ into $\mathbb{R}^{1}$ given by $f(x)=x^{2}$ maps the open interval $I=\{x:-1<x<1\}$ onto the half-open interval $J=\{x: 0 \leqslant x<1\}$.
(iii) The theorem corresponding to Theorem 6.37 for closed sets is a restatement of the definition of continuity: $f$ is continuous on $S_{1}$ if and only if for every closed set $A$ in $S_{2}$, the set $f^{-1}(A)$ is a closed set in $S_{1}$. Continuous functions do not necessarily map closed sets onto closed sets. For example, the function $f$ from $\mathbb{R}^{1}$ into $\mathbb{R}^{1}$ given by $f(x)=1 /\left(1+x^{2}\right)$ maps the closed set $A=\{x: 0 \leqslant x<\infty\}$ onto the half-open interval $I=\{x: 0<x \leqslant 1\}$.

Definitions. Let $(S, d)$ be a metric space and let $A$ be a subset of $S$. Using the metric $d$, we know that we may consider $(A, d)$ as a metric subspace. A set $C$ contained in $A$ is open in $A$ if and only if $C$ is open when considered as a set in the metric space $(A, d)$. In a similar way, we define $C$ is closed in $A$ and $C$ is connected in $A$.

For example, let $A$ be a set of isolated points in $\mathbb{R}^{1}$. Then $A$, considered as a metric space, has the property that every subset is open. However, no nonempty isolated set is open in $\mathbb{R}^{1}$. Thus sets may be open when considered in reference to a subspace without being open in the entire space. Similar examples are easily obtained for closed sets.

Theorem 6.41. Suppose that $(A, d)$ is a metric subspace of the metric space $(S, d)$. Then for any set $C$ in $A$,
(a) $C$ is open in $A \Leftrightarrow$ there is an open set $G$ in $S$ such that $C=G \cap A$.
(b) $C$ is closed in $A \Leftrightarrow$ there is a closed set $F$ in $S$ such that $C=F \cap A$.
(c) If $C$ is connected in $A$, then $C$ is connected in $S$.

## Proof

(a) Denote by $B(p, r)$ the open ball in $S$ with center at $p$ and radius $r$. If $p \in A$, denote by $B_{A}(p, r)$ the open ball in $A$ with center at $p$ and radius $r$. Clearly, $B_{A}(p, r)=A \cap B(p, r)$. Suppose $C$ is open in $A$. Then each point $p \in C$
has an open ball $B_{A}\left(p, r_{p}\right)$ lying entirely in $C$. We have, taking the union of such balls,

$$
C=\bigcup_{p \in C} B_{A}\left(p, r_{p}\right)
$$

Since $B_{A}\left(p, r_{p}\right)=A \cap B\left(p, r_{p}\right)$, we may write

$$
C=A \cap\left[\bigcup_{p \in C} B\left(p, r_{p}\right)\right] .
$$

But the union of any collection of open sets is open. Hence $C=A \cap G$ where $G=\bigcup_{p \in C} B\left(p, r_{p}\right)$ with $G$ an open set in $S$.

Now suppose that $C=G \cap A$ where $G$ is an open set in $S$. We wish to show that $C$ is open in $A$. Each point $p \in C$ is the center of an open ball $B\left(p, r_{p}\right)$ contained in $G$. Since $B_{A}\left(p, r_{p}\right)=A \cap B\left(p, r_{p}\right)$, the ball $B_{A}\left(p, r_{p}\right)$ is contained in $A \cap G=C$. Therefore each point of $C$ is an interior point with respect to $A$. Hence $C$ is open in $A$.

The proofs of Parts (b) and (c) are Problems 7 and 8 at the end of this section.

Definition. A mapping $f$ from a metric space ( $S_{1}, d_{1}$ ) into a metric space ( $S_{2}, d_{2}$ ) is uniformly continuous on $A$, a subset of $S_{1}$, if and only if (i) the domain of $f$ contains $A$, (ii) for each $\varepsilon>0$ there is a $\delta>0$ such that $d_{2}(f(p), f(q))<\varepsilon$ whenever $d_{1}(p, q)<\delta$ and $p, q \in A$, and (iii) the number $\delta$ is the same for all $p, q$ in $A$.

Remarks. If a function is uniformly continuous on a set $A$, it is continuous at each point $p$ in $A$ with respect to $A$. It may not, however, be continuous at such points with respect to sets other than $A$. For example, the function $f$ from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$, which is 1 if $x$ is rational and 0 if $x$ is irrational, is uniformly continuous on the set $A$ of rational numbers and it is continuous with respect to $A$ at each rational point. However, $f$ is not continuous (with respect to $\mathbb{R}^{1}$ ) at any point.

Theorem 6.42. Let $A$ be a subset of a metric space $\left(S_{1}, d_{1}\right)$, and suppose $f$ is a continuous function on $A$ into a metric space $\left(S_{2}, d_{2}\right)$.
(a) If $A$ is compact, then $f(A)$ is compact.
(b) If $A$ is connected, then $f(A)$ is connected.
(c) If $A$ is compact, then $f$ is uniformly continuous on $A$.
(d) If $A$ is compact and $f$ is one-to-one, then $f^{-1}$ is continuous.

The proof of Theorem 6.42 is left to the reader. (These are Problems 12, 13, 14 , and 15 at the end of this section.)

We now establish an important theorem about open connected sets in $\mathbb{R}^{N}$. It states that any two points in an open connected set $G$ in $\mathbb{R}^{N}$ can be joined by a polygonal path which lies entirely in $G$.

Definition. Let $I=\{x: a \leqslant x \leqslant b\}$ be any interval and let $z$ be a continuous mapping from $I$ into $\mathbb{R}^{N}$. Then $z$ is said to be piecewise linear if and only if there exist numbers $t_{0}, t_{1}, \ldots, t_{k}$ in $I$ with $a=t_{0}<t_{1}<\cdots<t_{k}=b$ such that the mapping $z$ is a linear function on each interval $I_{j}=\left\{x: t_{j-1} \leqslant x \leqslant t_{j}\right\}$, $j=1,2, \ldots, k$. That is, $z^{j}=\left(z_{1}^{j}, \ldots, z_{N}^{j}\right)$ has the form: $z_{i}^{j}=a_{i}^{j} x+b_{i}^{j}, i=1,2$, $\ldots, N, j=1,2, \ldots, k$. The $a_{i}^{j}, b_{i}^{j}$ are numbers:
*Theorem 6.43. ${ }^{3}$ Let $G$ be an open connected set in $\mathbb{R}^{N}$ and suppose that $u$ and $v$ are in $G$. Then there exists a piecewise linear mapping $z: I \rightarrow \mathbb{R}^{N}$ such that $z(a)=u, z(b)=v$ and the range of $z$ is contained in $G$.

Proof. Let $u$ be any fixed point of $G$, and define $G_{1}$ to be the set of all points $v$ in $G$ for which such a piecewise linear mapping exists. Clearly $G_{1}$ is not empty since, for any point in a sufficiently small ball with $u$ as center, a linear mapping from $u$ to that point can be constructed which is entirely in $G$. We show that $G_{1}$ is an open set. Let $v \in G_{1}$. Then there is a piecewise linear map $z: I \rightarrow \mathbb{R}^{N}$ with $z(a)=u$ and $z(b)=v$. Since $G$ is open there is a ball $B(v, \rho)$ lying entirely in $G$. Suppose $w \in B(z, \rho)$; we choose $c$ as any real number larger than $b$ and denote $J=\{x: a \leqslant x \leqslant c\}$. Now we define the piecewise linear mapping $\xi: J \rightarrow \mathbb{R}^{N}$ so that $\xi(t)=z(t)$ for $t \in I$, and we let $\xi$ be a linear map on the interval $J-I$ with $\xi(b)=v$ and $\xi(c)=w$. Then $\xi$ is a piecewise linear mapping of the desired type on $J$. A change of scale transforms $\xi$ into a piecewise linear map on $I$. Thus $w \in G_{1}$. We have shown that every point of $B(z, \rho)$ is in $G_{1}$ and so $G_{1}$ is open.

Now suppose $G-G_{1}$ is not empty. Since $G_{1}$ is open no point of $G_{1}$ is a limit point of $G-G_{1}$. Hence, since $G$ is connected, there must be a point $v^{\prime} \in G-G_{1}$ which is a limit point of $G_{1}$. Because $G$ is open there is a ball $B\left(v^{\prime}, \rho\right)$ contained in $G$. Since $v^{\prime}$ is a limit point of $G_{1}$, there is a point $w^{\prime}$ in $B\left(v^{\prime}, \rho\right)$ which is in $G_{1}$ (see Figure 6.11). Then there is a piecewise linear


Figure 6.11. A piecewise linear map.

[^12]mapping connecting $u$ and $w^{\prime}$. Now construct a linear map connecting $w^{\prime}$ and $v^{\prime}$. This yields a piecewise linear mapping connecting $u$ and $v^{\prime}$. Thus $v^{\prime} \in G_{1}$, a contradiction. Hence $G-G_{1}$ is empty and the result is established.

## *Theorem 6.44

(a) $A$ set $S$ in a metric space is connected $\Leftrightarrow S$ is not the union of two nonempty disjoint subsets, each of which is open in $S$.
(b) $A$ set $S$ in a metric space is connected $\Leftrightarrow$ the only subsets of $S$ which are both open and closed in $S$ are $S$ itself and the empty set, $\varnothing$.

Proof of (a). Suppose that $S$ is not connected. Then $S=S_{1} \cup S_{2}$ where $S_{1}$ and $S_{2}$ are disjoint, nonempty, and neither contains a limit point of the other. Thus each point $p$ of $S_{1}$ is the center of a ball $B\left(p, 2 r_{p}\right)$ which contains no point of $S_{2}$; similarly, each point $q$ of $S_{2}$ is the center of a ball $B\left(q, 2 \rho_{q}\right)$ which contains no point of $S_{1}$. We define

$$
G_{1}=\bigcup_{p \in S_{1}} B\left(p, r_{p}\right), \quad G_{2}=\bigcup_{q \in S_{2}} B\left(q, \rho_{p}\right) .
$$

Clearly, $G_{1}$ and $G_{2}$ are open and nonempty; we show that they are disjoint. Assume there is a point $s \in G_{1} \cap G_{2}$. Then for some $p \in S_{1}$ and $q \in S_{2}$, we must have $s \in B\left(p, r_{p}\right) \cap B\left(q, \rho_{p}\right)$. With $d$ as the distance function, we have

$$
d(s, p)<r_{p} \leqslant \frac{1}{2} d\left(p, S_{2}\right) \leqslant \frac{1}{2} d(p, q) .
$$

Also,

$$
d(s, q)<\rho_{p} \leqslant \frac{1}{2} d\left(q, S_{1}\right) \leqslant \frac{1}{2} d(q, p)
$$

Therefore, $d(p, q) \leqslant d(p, s)+d(s, q)<\frac{1}{2} d(p, q)+\frac{1}{2} d(p, q)=d(p, q)$, a contradiction. Hence there is no such point $s ; G_{1} \cap G_{2}=\varnothing$. We observe that $S=\left(S \cap G_{1}\right) \cup\left(S \cap G_{2}\right)$ and so $S$ is the union of two disjoint, nonempty subsets, each of which is open in $S$. We proved half of Part (a).

To establish the remainder of Part (a), suppose $S=T_{1} \cup T_{2}$ where $T_{1}$ and $T_{2}$ are disjoint nonempty subsets of $S$, each of which is open in $S$. Since $T_{1}$ is open in $S$, there is an open set $G_{1}$ in the metric space such that $T_{1}=G_{1} \cap S$ (Theorem 6.41(a)). Then for each $p \in T_{1}$ there is a ball $B(p, r)$ contained in $G_{1}$ which contains no point of $T_{2}$. Hence $T_{1}$ contains no limit point of $T_{2}$. Similarly, $T_{2}$ contains no limit point of $T_{1}$. We have just shown that $S$ is not connected, and Part (a) is established.

The proof of Part (b) is left to the reader.

## Problems

1. Suppose that $\left(S_{1}, d_{1}\right)$ and $\left(S_{2}, d_{2}\right)$ are metric spaces and that $A$ is a subset of $S_{1}$. Let $f$ be a mapping on $A$ into $S_{2}$ which is continuous with respect to $A$ at a point $p_{0}$. Suppose $p_{1}, p_{2}, \ldots, p_{n}, \ldots$ is a sequence of points of $A$ such that $p_{n} \rightarrow p_{0}$ and $p_{0} \in A$. Show that $f\left(p_{n}\right) \rightarrow f\left(p_{0}\right)$ as $p_{n} \rightarrow p_{0}$.
2. Show that if a function $f$ is continuous with respect to $A$ at any point $p_{0}$ it is continuous with respect to $C$ at $p_{0}$ if $C$ is any set contained in $A$.
3. Let $f$ be a mapping from the metric space $\left(S_{1}, d_{1}\right)$ into the metric space $\left(S_{2}, d_{2}\right)$. State and prove a theorem on uniqueness of limits which is the analog of Theorem 6.28 .
4. Prove Theorem 6.36.
5. Give an example of a continuous function from $\mathbb{R}^{1}$ into $\mathbb{R}^{1}$ which maps an open set onto a closed set.
6. Let $(S, d)$ be a metric space and let $A$ and $C$ be subsets with $C \subset A$. Suppose $A$ is closed. Show that if $C$ is closed in $A$, then $C$ is closed in $S$.
7. Prove Part (b) of Theorem 6.41.
8. Prove Part (c) of Theorem 6.41.
9. Let $\left(S_{1}, d_{1}\right)$ and $\left(S_{2}, d_{2}\right)$ be metric spaces and suppose that $f$ is a mapping on $S_{1}$ into $S_{2}$. Show that $f$ is continuous if and only if for every closed set $A$ in $S_{2}$, the set $f^{-1}(A)$ is closed in $S_{1}$.
10. Given an example of a mapping from $\mathbb{R}^{1}$ into $\mathbb{R}^{1}$ which is continuous at every point of $\mathbb{R}^{1}$ but not uniformly continuous on $\mathbb{R}^{1}$.
11. Suppose that $\left(S_{1}, d_{1}\right),\left(S_{2}, d_{2}\right)$, and $\left(S_{3}, d_{3}\right)$ are metric spaces with $f$ a uniformly continuous mapping on $S_{1}$ into $S_{2}$ and $g$ a uniformly continuous mapping on $S_{2}$ into $S_{3}$. Show that $g \circ f$ is uniformly continuous on $S_{1}$.
12. Prove Part (a) of Theorem 6.42. [Hint: See Problem 1.]
13. Prove Part (b) of Theorem 6.42.
14. Prove Part (c) of Theorem 6.42.
15. Prove Part (d) of Theorem 6.42.
16. Let $f$ and $g$ be continuous mappings on $\left(S_{1}, d_{1}\right)$ into $\left(S_{2}, d_{2}\right)$. Let $A$ be the set of points of $S_{1}$ such that $f(p)=g(p)$. Show that $A$ is closed.
17. In $\mathbb{R}^{3}$, let $S$ be the set given by

$$
S=\left\{\left(x_{1}, x_{2}, x_{3}\right): 1<x_{1}^{2}+x_{2}^{2}+x_{3}^{2}<4\right\} .
$$

Give an explicit construction of a piecewise linear mapping $z$ from $I=$ $\{x: 0 \leqslant x \leqslant 1\}$ into $\mathbb{R}^{3}$ with range in $S$ such that $z(0)=p_{1}$ and $z(1)=p_{2}$ where $p_{1}=(-3 / 2,0,0), p_{2}=(3 / 2,0,0)$.
18. Prove Part (b) of Theorem 6.44.
19. Let $A$ and $B$ be compact sets in $\mathbb{R}^{N}$ such that $A \cap B=\varnothing$. Show that $\inf d(p, q)$ where the infimum is taken for all $p \in A$, all $q \in B$ is positive.

## CHAPTER 7

## Differentiation in $\mathbb{R}^{N}$

### 7.1. Partial Derivatives and the Chain Rule

There are two principal extensions to $\mathbb{R}^{N}$ of the theory of differentiation of real-valued functions on $\mathbb{R}^{1}$. In this section, we develop the natural generalization of ordinary differentiation discussed in Chapter 4 to partial differentiation of functions from $\mathbb{R}^{N}$ to $\mathbb{R}^{1}$. In Section 7.3, we extend the ordinary derivative to the total derivative.

We shall use letters $x, y, z$, etc. to denote elements in $\mathbb{R}^{N}$. The components of an element $x$ are designated by $\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ and as usual, the Euclidean distance, given by the formula

$$
d(x, y)=\sqrt{\sum_{i=1}^{N}\left(x_{i}-y_{i}\right)^{2}}
$$

will be used. We also write $d(x, y)=|x-y|$ and $d(x, 0)=|x|$.
Definition. Let $f$ be a function with domain an open set in $\mathbb{R}^{N}$ and range in $\mathbb{R}^{1}$. We define the $N$ functions $f_{, i}$ with $i=1,2, \ldots, N$ by the formulas

$$
\begin{aligned}
& f_{, i}\left(x_{1}, x_{2}, \ldots, x_{N}\right) \\
& \quad=\lim _{h \rightarrow 0} \frac{f\left(x_{1}, \ldots, x_{i}+h, \ldots, x_{N}\right)-f\left(x_{1}, \ldots, x_{i}, \ldots, x_{N}\right)}{h}
\end{aligned}
$$

whenever the limit exists. The functions $f_{, 1}, f_{, 2}, \ldots, f_{, N}$ are called the first partial derivatives of $f$.

We assume the reader is familiar with the elementary processes of partial differentiation. The partial derivative with respect to the $i$ th variable is com-
puted by holding all other variables constant and calculating the ordinary derivative with respect to $x_{i}$. That is, to compute $f_{, i}$ at the value $a=\left(a_{1}, a_{2}, \ldots, a_{N}\right)$, form the function $\varphi$ (from $\mathbb{R}^{1}$ to $\left.\mathbb{R}^{1}\right)$ by setting

$$
\begin{equation*}
\varphi\left(x_{i}\right)=f\left(a_{1}, a_{2}, \ldots, a_{i-1}, x_{i}, a_{i+1}, \ldots, a_{N}\right) \tag{7.1}
\end{equation*}
$$

and observe that

$$
\begin{equation*}
f_{, i}(a)=\varphi^{\prime}\left(a_{i}\right) \tag{7.2}
\end{equation*}
$$

There are many notations for partial differentiation and, in addition to the one above, the most common ones are

$$
D_{i} f, \quad \frac{\partial f}{\partial x_{i}}, \quad f_{x_{i}}
$$

Good notation is important in studying partial derivatives since the many letters and subscripts which occur can often lead to confusion. The two "best" symbols, especially when discussing partial derivatives of higher order, are $f_{, i}$ and $D_{i} f$, and we shall employ these most of the time.

We recall that the equations of a line segment in $\mathbb{R}^{N}$ connecting the points $a=\left(a_{1}, \ldots, a_{N}\right)$ and $a+h=\left(a_{1}+h_{1}, \ldots, a_{N}+h_{N}\right)$ are given parametrically by the formulas (the parameter is $t$ )

$$
x_{1}=a_{1}+t h_{1}, \quad x_{2}=a_{2}+t h_{2}, \ldots, x_{N}=a_{N}+t h_{N}, \quad 0 \leqslant t \leqslant 1
$$

The next theorem is the extension to functions from $\mathbb{R}^{N}$ to $\mathbb{R}^{1}$ of the Mean-value theorem (Theorem 4.12).

Theorem 7.1. Let $\tau_{i}$ be the line segment in $\mathbb{R}^{N}$ connecting the points $\left(a_{1}, a_{2}, \ldots, a_{i}, \ldots, a_{N}\right)$ and $\left(a_{1}, a_{2}, \ldots, a_{i}+h_{i}, \ldots, a_{N}\right)$. Suppose $f$ is a function from $\mathbb{R}^{N}$ into $\mathbb{R}^{1}$ with domain containing $\tau_{i}$, and suppose that the domain of $f_{, i}$ contains $\tau_{i}$. Then there is a real number $\xi_{i}$ on the closed interval in $\mathbb{R}^{1}$ with endpoints $a_{i}$ and $a_{i}+h_{i}$ such that

$$
\begin{equation*}
f\left(a_{1}, \ldots, a_{i}+h_{i}, \ldots, a_{N}\right)-f\left(a_{1}, \ldots, a_{i}, \ldots, a_{N}\right)=h_{i} f_{, i}\left(a_{1}, \ldots, \xi_{i}, \ldots, a_{N}\right) \tag{7.3}
\end{equation*}
$$

Proof. If $h_{i}=0$, then Equation (7.3) holds. If $h_{i} \neq 0$, we use the notation of Expression (7.1) to write the left side of Equation (7.3) in the form

$$
\varphi\left(a_{i}+h_{i}\right)-\varphi\left(a_{i}\right) .
$$

For this function on $\mathbb{R}^{1}$, we apply the Mean-value theorem (Theorem 4.12) to conclude that

$$
\varphi\left(a_{i}+h_{i}\right)-\varphi\left(a_{i}\right)=h_{i} \varphi^{\prime}\left(\xi_{i}\right)
$$

This formula is a restatement of Equation (7.3).
Theorem 4.8, the Fundamental lemma of differentiation, has the following generalization for functions from $\mathbb{R}^{N}$ into $\mathbb{R}^{1}$. We state the theorem in the general case and prove it for $N=2$.

Theorem 7.2 (Fundamental lemma of differentiation). Suppose that the functions $f$ and $f_{, 1}, f_{, 2}, \ldots, f_{, N}$ all have a domain in $\mathbb{R}^{N}$ which contains an open ball about the point $a=\left(a_{1}, a_{2}, \ldots, a_{N}\right)$. Suppose all the $f_{, i} i=1,2, \ldots, N$, are continuous at $a$. Then
(a) $f$ is continuous at a;
(b) there are functions $\varepsilon_{1}(x), \varepsilon_{2}(x), \ldots, \varepsilon_{N}(x)$, continuous at $x=0$ such that $\varepsilon_{1}(0)=\varepsilon_{2}(0)=\cdots=\varepsilon_{N}(0)=0$ and

$$
\begin{equation*}
f(a+h)-f(a)=\sum_{i=1}^{N}\left[f_{, i}(a)+\varepsilon_{i}(h)\right] h_{i} \tag{7.4}
\end{equation*}
$$

for $h=\left(h_{1}, h_{2}, \ldots, h_{N}\right)$ in some ball $B(0, r)$ in $\mathbb{R}^{N}$ of radius $r$ and center at $h=0$.

Proof. For $N=2$. We employ the identity

$$
\begin{align*}
f\left(a_{1}+h_{1}, a_{2}+h_{2}\right)- & f\left(a_{1}, a_{2}\right) \\
= & {\left[f\left(a_{1}+h_{1}, a_{2}\right)-f\left(a_{1}, a_{2}\right)\right] } \\
& +\left[f\left(a_{1}+h_{1}, a_{2}+h_{2}\right)-f\left(a_{1}+h_{1}, a_{2}\right)\right] . \tag{7.5}
\end{align*}
$$

Since $f, f_{, 1}$ and $f_{, 2}$ are defined in an open ball about $a=\left(a_{1}, a_{2}\right)$, this identity is valid for $h_{1}, h_{2}$ in a sufficiently small ball (of radius, say, $r$ ) about $h_{1}=h_{2}=0$. Applying Theorem 7.1 to the right side of Equation (7.5), we find there are numbers $\xi_{1}\left(h_{1}, h_{2}\right), \xi_{2}\left(h_{1}, h_{2}\right)$ on the closed intervals from $a_{1}$ to $a_{1}+h_{1}$ and from $a_{2}$ to $a_{2}+h_{2}$, respectively (see Figure 7.1), such that

$$
\begin{equation*}
f\left(a_{1}+h_{1}, a_{2}+h_{2}\right)-f\left(a_{1}, a_{2}\right)=f_{, 1}\left(\xi_{1}, a_{2}\right) h_{1}+f_{, 2}\left(a_{1}+h_{1}, \xi_{2}\right) h_{2} . \tag{7.6}
\end{equation*}
$$

Equation (7.6) is valid for $h_{1}, h_{2}$ in the ball of radius $r$ about $h_{1}=h_{2}=0$.


Figure 7.1

Now define

$$
\begin{align*}
& \varepsilon_{1}\left(h_{1}, h_{2}\right)=f_{, 1}\left(\xi_{1}, a_{2}\right)-f_{, 1}\left(a_{1}, a_{2}\right) \\
& \varepsilon_{2}\left(h_{1}, h_{2}\right)=f_{, 2}\left(a_{1}+h_{1}, \xi_{2}\right)-f_{, 2}\left(a_{1}, a_{2}\right) . \tag{7.7}
\end{align*}
$$

We wish to show that $\varepsilon_{1}$ and $\varepsilon_{2}$ are continuous at $(0,0)$. Let $\varepsilon>0$ be given. Since $f_{, 1}$ and $f_{, 2}$ are continuous at $\left(a_{1}, a_{2}\right)$, there is a $\delta>0$ such that

$$
\begin{equation*}
\left|f_{, 1}\left(x_{1}, x_{2}\right)-f_{, 1}\left(a_{1}, a_{2}\right)\right|<\varepsilon \quad \text { and } \quad\left|f_{, 2}\left(x_{1}, x_{2}\right)-f_{, 2}\left(a_{1}, a_{2}\right)\right|<\varepsilon \tag{7.8}
\end{equation*}
$$

for $\left(x_{1}, x_{2}\right)$ in a ball of radius $\delta$ with center at $\left(a_{1}, a_{2}\right)$. Comparing Expressions (7.7) and (7.8), we see that if $h_{1}$ and $h_{2}$ are sufficiently small (so that $\left(\xi_{1}, \xi_{2}\right)$ is close to $\left(a_{1}, a_{2}\right)$ ), then

$$
\left|\varepsilon_{1}\left(h_{1}, h_{2}\right)\right|<\varepsilon \quad \text { and } \quad\left|\varepsilon_{2}\left(h_{1}, h_{2}\right)\right|<\varepsilon
$$

Moreover, $\varepsilon_{1}(0,0)=0$ and $\varepsilon_{2}(0,0)=0$. Substituting the values of $\varepsilon_{1}$ and $\varepsilon_{2}$ from Equations (7.7) into Equation (7.6) we obtain Part (b) of the theorem. The continuity of $f$ at $\left(a_{1}, a_{2}\right)$ follows directly from Equation (7.4).

The proof for $N>2$ is similar.
The Chain rule for ordinary differentiation (Theorem 4.9) can be extended to provide a rule for taking partial derivatives of composite functions. We establish the result for a function $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ when it is composed with $N$ functions $g^{1}, g^{2}, \ldots, g^{N}$, each of which is a mapping from $\mathbb{R}^{M}$ into $\mathbb{R}^{1}$. The integer $M$ may be different from $N$. If $y=\left(y_{1}, y_{2}, \ldots, y_{N}\right)$ and $x=\left(x_{1}, x_{2}, \ldots, x_{M}\right)$ are elements of $\mathbb{R}^{N}$ and $\mathbb{R}^{M}$, respectively, then in customary terms, we wish to calculate the derivative of $H(x)$ (a function from $\mathbb{R}^{M}$ into $\mathbb{R}^{1}$ ) with respect to $x_{j}$, where $f=f\left(y_{1}, y_{2}, \ldots, y_{N}\right)$ and

$$
\begin{equation*}
H(x)=f\left[g^{1}(x), g^{2}(x), \ldots, g^{N}(x)\right] \tag{7.9}
\end{equation*}
$$

Theorem 7.3 (Chain rule). Suppose that each of the functions $g^{1}, g^{2}, \ldots, g^{N}$ is a mapping from $\mathbb{R}^{M}$ into $\mathbb{R}^{1}$. For a fixed integer $j$ between 1 and $M$, assume that $g_{, j}^{1}, g_{, j}^{2}, \ldots, g_{, j}^{N}$ are defined at some point $b=\left(b_{1}, b_{2}, \ldots, b_{M}\right)$. Suppose that $f$ and its partial derivatives

$$
f_{, 1}, f_{, 2}, \ldots, f_{, N}
$$

are continuous at the point $a=\left(g^{1}(b), g^{2}(b), \ldots, g^{N}(b)\right)$. Form the function $H$ as in Equation (7.9). Then the partial derivative of $H$ with respect to $x_{j}$ is given by

$$
H_{, j}(b)=\sum_{i=1}^{N} f_{, i}\left[g^{1}(b), g^{2}(b), \ldots, g^{N}(b)\right] g_{, j}^{i}(b)
$$

Proof. Define the following functions from $\mathbb{R}^{1}$ into $\mathbb{R}^{1}$.

$$
\begin{aligned}
\varphi\left(x_{j}\right) & =H\left(b_{1}, \ldots, b_{j-1}, x_{j}, b_{j+1}, \ldots, b_{M}\right) \\
\psi^{i}\left(x_{j}\right) & =g^{i}\left(b_{1}, \ldots, b_{j-1}, x_{j}, b_{j+1}, \ldots, b_{M}\right), \quad i=1,2, \ldots, N .
\end{aligned}
$$

Then, according to Equation (7.9), we have

$$
\varphi\left(x_{j}\right)=f\left[\psi^{1}\left(x_{j}\right), \psi^{2}\left(x_{j}\right), \ldots, \psi^{N}\left(x_{j}\right)\right]
$$

With $h$ denoting a real number, define

$$
\begin{aligned}
\Delta \varphi & =\varphi\left(b_{j}+h\right)-\varphi\left(b_{j}\right) \\
\Delta \psi^{i} & =\psi^{i}\left(b_{j}+h\right)-\psi^{i}\left(b_{j}\right), \quad i=1,2, \ldots, N
\end{aligned}
$$

Since each $\psi^{i}$ is continuous at $b_{j}$, it follows that $\Delta \psi^{i} \rightarrow 0$ as $h \rightarrow 0$. We apply Equation (7.4) of Theorem 7.2 to the function $\varphi$ and use $\Delta \psi^{i}$ instead of $h_{i}$ in that equation. We obtain

$$
\begin{equation*}
\Delta \varphi=\sum_{i=1}^{N}\left\{f_{, i}\left[\psi^{1}(b), \ldots, \psi^{N}(b)\right]+\varepsilon_{i}\right\} \Delta \psi^{i} \tag{7.10}
\end{equation*}
$$

In this formula, we have $\varepsilon_{i}=\varepsilon_{i}\left(\Delta \psi^{1}, \ldots, \Delta \psi^{N}\right)$ and $\varepsilon_{i} \rightarrow 0$ as $\Delta \psi^{k} \rightarrow 0$, $k=1,2, \ldots, N$.

Now write Equation (7.10) in the form

$$
\frac{\Delta \varphi}{h}=\sum_{i=1}^{N}\left\{f_{, i}\left[g^{1}(b), \ldots, g^{N}(b)\right]+\varepsilon_{i}\right\} \frac{\Delta \psi^{i}}{h}
$$

valid for $|h|$ sufficiently small. Letting $h$ tend to 0 , we get the statement of the Chain rule.

Definitions. Let $D$ be a subset of $\mathbb{R}^{N}$ and suppose $f: D \rightarrow \mathbb{R}^{1}$ is a given function. For $x=\left(x_{1}, \ldots, x_{N}\right)$ and $k$ a real number, we use the symbol $k x$ to denote ( $k x_{1}, k x_{2}, \ldots, k x_{N}$ ). Then $f$ is homogeneous of degree $n$ if and only if (i) $k x \in D$ whenever $x \in D$ and $k \neq 0$, and (ii)

$$
f(k x)=k^{n} f(x) \quad \text { for } \quad x \in D, k \neq 0
$$

The function $f$ is positively homogeneous of degree $n$ if and only if the two conditions above hold for all $k>0$ and all $x \in D$.

Remarks. The quantity $n$ need not be an integer. For example, the function $f:(x, y) \rightarrow x^{-1 / 3}+y^{-1 / 3}$ is homogeneous of degree $-1 / 3$. A function may be positively homogeneous but not homogeneous. The function $f:(x, y) \rightarrow \sqrt{x^{2}+y^{2}}$ is positively homogeneous of degree 1 but not homogeneous.

Theorem 7.4 (Euler's theorem on homogeneous functions). Suppose that $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ is positively homogeneous of degree $n$ and suppose that $f_{, 1}, f_{, 2}, \ldots$, $f_{, N}$ are continuous for $a \neq 0$. Then

$$
\begin{equation*}
\sum_{i=1}^{N} a_{i} f_{, i}(a)=n f(a) . \tag{7.11}
\end{equation*}
$$

The proof is left to the reader.

## Problems

1. Let $D$ be an open connected set in $\mathbb{R}^{N}$ and suppose $f: D \rightarrow \mathbb{R}^{1}$ has the property that $f_{, 1}=f_{, 2}=\cdots=f_{, N}=0$ for all $x \in D$. Show that $f \equiv$ constant in $D$.
2. Let $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ be given and suppose that $g^{1}, g^{2}, \ldots, g^{N}$ are $N$ functions from $\mathbb{R}^{M}$ into $\mathbb{R}^{1}$. Let $h^{1}, h^{2}, \ldots, h^{M}$ be $M$ functions from $\mathbb{R}^{p}$ into $\mathbb{R}^{1}$. Give a formula for the Chain rule for $H_{, i}(x)$, where

$$
H(x)=f\left\{g^{1}\left[h^{1}(x), \ldots, h^{M}(x)\right], \quad g^{2}\left[h^{1}(x), \ldots, h^{M}(x)\right], \ldots\right\} .
$$

3. Write a proof of Theorem 7.2 for $N=3$.
4. Use the Chain rule to compute $H_{, 2}(x)$ where $H$ is given by (7.9) and $f(x)=x_{1}^{2}+$ $x_{2}^{3}-3 x_{3}, g^{1}(x)=\sin 2 x_{1}+x_{2} x_{3}, g^{2}(x)=\tan x_{2}+3 x_{3}, g^{3}(x)=x_{1} x_{2} x_{3}$.
5. Use the Chain rule to compute $H_{, 3}(x)$ where $H$ is given by (7.9) and $f(x)=$ $2 x_{1} x_{2}+x_{3}^{2}-x_{4}^{2}, g^{1}(x)=\log \left(x_{1}+x_{2}\right)-x_{3}^{2}, g^{2}(x)=x_{1}^{2}+x_{4}^{2}, g^{3}(x)=x_{1}^{2} x_{3}+x_{4}$, $g^{4}(x)=\cos \left(x_{1}+x_{3}\right)-2 x_{4}$.
6. Consider the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{1}$ defined by

$$
f\left(x_{1}, x_{2}\right)= \begin{cases}\frac{x_{1} x_{2}}{x_{1}^{2}+x_{2}^{2}}, & \left(x_{1}, x_{2}\right) \neq(0,0) \\ 0, & x_{1}=x_{2}=0\end{cases}
$$

(a) Show that $f$ is not continuous at $x_{1}=x_{2}=0$.
(b) Show that $f_{1}$ and $f_{, 2}$ exist at $x_{1}=x_{2}=0$. Why does this fact not contradict Theorem 7.2?
7. Consider the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{1}$ such that $f_{, 1}$ and $f_{, 2}$ exist and are bounded in a region about $x_{1}=x_{2}=0$. Show that $f$ is continuous at $(0,0)$.
8. Given the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{1}$ defined by

$$
f\left(x_{1}, x_{2}\right)= \begin{cases}\frac{x_{2}^{3}}{x_{1}^{2}+x_{2}^{2}}, & \left(x_{1}, x_{2}\right) \neq(0,0) \\ 0 & x_{1}=x_{2}=0\end{cases}
$$

Show that $f_{, 1}$ and $f_{, 2}$ are bounded near $(0,0)$ and therefore (Problem 6) that $f$ is continuous at $(0,0)$.
9. If $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ is homogeneous of degree 0 , show by a direct computation that $f$ satisfies Euler's differential equation:

$$
\sum_{i=1}^{N} x_{i} f_{i}=0
$$

10. Prove Theorem 7.4, Euler's theorem on homogeneous functions.

### 7.2. Taylor's Theorem; Maxima and Minima

Definitions. Let $f$ be a function from $\mathbb{R}^{N}$ into $\mathbb{R}^{1}$. We define the second partial derivative $f_{, i, j}$ as the first partial derivative of $f_{, i}$ with respect to $x_{j}$. We define
the third partial derivative $f_{, i, j, k}$ as the first partial derivative of $f_{, i, j}$. Fourth, fifth, and higher derivatives are defined similarly.

In computing second partial derivatives it is natural to ask whether the order of computation affects the result. That is, is it always true that $f_{, i, j}=f_{, j, i}$ for $i \neq j$ ? There are simple examples which show that the order of computation may lead to different results. (See Problem 3 at the end of this section.) The next theorem gives a sufficient condition which validates the interchange of order of partial differentiation.

Theorem 7.5. Let $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ be given and suppose that $f, f_{, i}, f_{, i, j}$, and $f_{, j, i}$ are all continuous at a point $a$. Then

$$
f_{, i, j}(a)=f_{, j, i}(a) .
$$

Proof. We establish the result for $N=2$ with $i=1$ and $j=2$. The proof in the general case is exactly the same.

Writing $a=\left(a_{1}, a_{2}\right)$, we define

$$
\begin{equation*}
\Delta_{2} f=f\left(a_{1}+h, a_{2}+h\right)-f\left(a_{1}+h, a_{2}\right)-f\left(a_{1}, a_{2}+h\right)+f\left(a_{1}, a_{2}\right) . \tag{7.12}
\end{equation*}
$$

We shall show that $\Delta_{2} f / h^{2}$ tends to the limit $f_{, 1,2}\left(a_{1}, a_{2}\right)$ and also that the same quantity tends to $f_{, 2,1}$. Hence the two second derivatives must be equal. Define

$$
\begin{align*}
& \varphi(s)=f\left(a_{1}+s, a_{2}+h\right)-f\left(a_{1}+s, a_{2}\right),  \tag{7.13}\\
& \psi(t)=f\left(a_{1}+h, a_{2}+t\right)-f\left(a_{1}, a_{2}+t\right) \tag{7.14}
\end{align*}
$$

Then

$$
\begin{equation*}
\Delta_{2} f=\varphi(h)-\varphi(0), \quad \Delta_{2} f=\psi(h)-\psi(0) \tag{7.15}
\end{equation*}
$$

We apply the Mean-value theorem to Equations (7.15), getting

$$
\begin{equation*}
\Delta_{2} f=\varphi^{\prime}\left(s_{1}\right) h, \quad \Delta_{2} f=\psi^{\prime}\left(t_{1}\right) h \tag{7.16}
\end{equation*}
$$

where $s_{1}$ and $t_{1}$ are numbers between 0 and $h$. From Equations (7.13) and (7.14), it follows that

$$
\begin{align*}
& \varphi^{\prime}\left(s_{1}\right)=f_{, 1}\left(a_{1}+s_{1}, a_{2}+h\right)-f_{, 1}\left(a_{1}+s_{1}, a_{2}\right)  \tag{7.17}\\
& \psi^{\prime}\left(t_{1}\right)=f_{, 2}\left(a_{1}+h, a_{2}+t_{1}\right)-f_{, 2}\left(a_{1}, a_{2}+t_{1}\right) \tag{7.18}
\end{align*}
$$

A second application of the Mean-value theorem to Equations (7.17) and (7.18) yields

$$
\begin{aligned}
& \varphi^{\prime}\left(s_{1}\right)=f_{, 1,2}\left(a_{1}+s_{1}, a_{2}+t_{2}\right) h \\
& \psi^{\prime}\left(t_{1}\right)=f_{, 2,1}\left(a_{1}+s_{2}, a_{2}+t_{1}\right) h
\end{aligned}
$$

where $s_{2}$ and $t_{2}$ are numbers between 0 and $h$. Substituting these expressions in Equations (7.16) we find

$$
\frac{1}{h^{2}} \Delta_{2} f=f_{, 1,2}\left(a_{1}+s_{1}, a_{2}+t_{2}\right)=f_{, 2,1}\left(a_{1}+s_{2}, a_{2}+t_{1}\right) .
$$

Letting $h$ tend to zero and observing that $s_{1}, s_{2}, t_{1}$, and $t_{2}$ all tend to zero with $h$, we obtain the desired result.

Definitions. A multi-index $\alpha$ is an element $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right)$ in $\mathbb{R}^{N}$ where each $\alpha_{i}$ is a nonnegative integer. The order of a multi-index, denoted by $|\alpha|$, is the nonnegative integer $\alpha_{1}+\alpha_{2}+\cdots+\alpha_{N}$. We extend the factorial symbol to multi-indices by defining $\alpha!=\alpha_{1}!\cdot \alpha_{2}!\ldots \alpha_{N}!$. If $\beta$ is another multi-index $\left(\beta_{1}, \beta_{2}, \ldots, \beta_{N}\right)$, we define

$$
\alpha+\beta=\left(\alpha_{1}+\beta_{1}, \alpha_{2}+\beta_{2}, \ldots, \alpha_{N}+\beta_{N}\right) .
$$

Let $x=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ be any element of $\mathbb{R}^{N}$. Then the monomial $x^{\alpha}$ is defined by the formula

$$
x^{\alpha}=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \ldots x_{N}^{\alpha_{N}} .
$$

Clearly, the degree of $x^{\alpha}$ is $|\alpha|$. Any polynomial in $\mathbb{R}^{N}$ is a function $f$ of the form

$$
\begin{equation*}
f(x)=\sum_{|\alpha| \leqslant n} c_{\alpha} x^{\alpha} \tag{7.19}
\end{equation*}
$$

in which $\alpha$ is a multi-index, the $c_{\alpha}$ are constants, and the sum is taken over all multi-indices with order less than or equal to $n$, the degree of the polynomial.

Example 1. Given $f\left(x_{1}, x_{2}\right)=x_{1}^{3}+3 x_{1} x_{2}^{2}-3 x_{1}^{2}-3 x_{2}^{2}+4$. Write $f$ in the form of Equation (7.19).
Solution. We set $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$ and consider multi-indices with $|\alpha| \leqslant 3$ since the polynomial is of degree 3 . Then

$$
f\left(x_{1}, x_{2}\right)=\sum_{|\alpha| \leqslant 3} c_{\alpha_{1} \alpha_{2}} x_{1}^{\alpha_{2}} x_{2}^{\alpha_{2}}
$$

where

$$
\begin{array}{lll}
c_{30}=1, & c_{12}=3, & c_{21}=c_{03}=0, \\
c_{20}=-3 \\
c_{11}=0, & c_{02}=-3, & c_{10}=c_{01}=0,
\end{array} c_{00}=4 .
$$

Lemma 7.1 (Binomial theorem). Suppose that $x, y \in \mathbb{R}^{1}$ and $n$ is a positive integer. Then

$$
(x+y)^{n}=\sum_{j=0}^{n} \frac{n!}{j!(n-j)!} x^{n-j} y^{j}
$$

The proof is easily established by induction on $n$, and we leave the details to the reader.

The Multinomial theorem, an extension to several variables of the binomial theorem, is essential for the development of the Taylor expansion for functions of several variables.

Lemma 7.2 (Multinomial theorem). Suppose that $x=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ is an element of $\mathbb{R}^{N}$ and that $n$ is any positive integer. Then

$$
\begin{align*}
\left(x_{1}+x_{2}+\cdots+x_{N}\right)^{n} & =\sum_{|\alpha|=n} \frac{n!}{\alpha!} x^{\alpha} \\
& \equiv \sum_{\alpha_{1}+\cdots+\alpha_{N}=n} \frac{n!}{\alpha_{1}!\ldots \alpha_{N}!} x_{1}^{\alpha_{1}} \ldots x_{N}^{\alpha_{N}} . \tag{7.20}
\end{align*}
$$

Proof. We fix the integer $n$ and prove Equation (7.20) by induction on the integer $N$. For $N=1$, Equation (7.20) becomes

$$
x_{1}^{n}=\sum_{\alpha_{1}=n} \frac{n!}{\alpha_{1}!} x_{1}^{n}=x_{1}^{n}
$$

which is true. Now, suppose that Equation (7.20) holds for $N=k$. We shall prove that it also holds for $N=k+1$. To do this, we first observe that the binomial theorem yields

$$
\begin{align*}
\left(x_{1}+x_{2}+\cdots+x_{k+1}\right)^{n} & =\left[\left(x_{1}+\cdots+x_{k}\right)+x_{k+1}\right]^{n} \\
& =\sum_{j=0}^{n} \frac{n!}{j!(n-j)!} x_{k+1}^{j}\left(x_{1}+\cdots+x_{k}\right)^{n-j} . \tag{7.21}
\end{align*}
$$

From the induction hypothesis, the right side of Equation (7.21) becomes

$$
\begin{equation*}
\sum_{j=0}^{n} \sum_{\alpha_{1}+\cdots+\alpha_{k}=n-j} \frac{n!}{j!(n-j)!} \frac{(n-j)!}{\alpha_{1}!\ldots \alpha_{k}!} x_{1}^{\alpha_{1}} \ldots x_{k}^{\alpha_{k}} x_{k+1}^{j} \tag{7.22}
\end{equation*}
$$

Setting $\alpha_{k+1}=j$ and cancelling $(n-j)$ !, we find that Expression (7.22) becomes

$$
\sum_{\alpha_{1}+\cdots+\alpha_{k+1}=n} \frac{n!}{\alpha_{1}!\ldots \alpha_{k}!\alpha_{k+1}!} x_{1}^{\alpha_{1}} \ldots x_{k}^{\alpha_{k}} x_{k+1}^{\alpha_{k+1}} .
$$

This last expression is the right side of Equation (7.20) with $k$ replaced by $k+1$. The induction is established.

Let $G$ be an open set in $\mathbb{R}^{N}$ and let $f: G \rightarrow \mathbb{R}^{1}$ be a function with continuous second derivatives in $G$. We know that in the computation of second derivatives the order of differentiation may be interchanged. That is, $f_{, i, j}=f_{, j, i}$ for all $i$ and $j$. We may also write $f_{i, j}=D_{j}\left[D_{i} f\right]$ and, using the symbol $\circ$ for composite maps as described in Theorem 6.40, we have for two differential maps $D_{i}$ and $D_{j}$

$$
D_{i} \circ D_{j}(f)=D_{i}\left[D_{j} f\right]
$$

If $f$ has third and higher order derivatives, then

$$
\begin{aligned}
D_{i} \circ D_{j} \circ D_{k}(f) & =D_{i}\left\{D_{j}\left[D_{k}(f)\right]\right\} \\
D_{i} \circ D_{j} \circ D_{k} \circ D_{l}(f) & =D_{i}\left(D_{j}\left\{D_{k}\left[D_{l}(f)\right]\right\}\right),
\end{aligned}
$$

and so on. We shall usually omit the symbol $\circ$, especially when the order of
differentiation may be interchanged. A linear combination of differential maps is called a differential operator. If $a, b, c, d$ are constants, the combination

$$
a D_{1} D_{2} D_{3}+b D_{2} D_{1} D_{1}+c D_{1} D_{3}+d D_{2}
$$

is an example of a differential operator. A differential operator acts on functions which are assumed to have continuous derivatives up to the required order on a fixed open set in $\mathbb{R}^{N}$. With any polynomial in $\mathbb{R}^{N}$ of the form

$$
\begin{equation*}
P\left(\xi_{1}, \xi_{2}, \ldots, \xi_{N}\right)=\sum_{|\alpha| \leqslant n} c_{\alpha} \xi^{\alpha} \tag{7.23}
\end{equation*}
$$

we associate the differential operator

$$
\begin{equation*}
P\left(D_{1}, D_{2}, \ldots, D_{N}\right)=\sum_{|\alpha| \leqslant n} c_{\alpha} D^{\alpha} . \tag{7.24}
\end{equation*}
$$

If $\alpha$ is the multi-index $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right)$, then $D^{\alpha}$ is the operator given by $D^{\alpha}=D_{1}^{\alpha_{1}} D_{2}^{\alpha_{2}} \ldots D_{N}^{\alpha_{N}}$. That is, $D^{\alpha} f$ means that $f$ is first differentiated with respect to $x_{N}$ exactly $\alpha_{N}$ times; then it is differentiated $\alpha_{N-1}$ times with respect to $x_{N-1}$, and so on until all differentiations of $f$ are completed. The order of the differential operator (7.24) is the degree of the polynomial (7.23).

By induction it is easy to see that every differential operator consisting of a linear combination of differential maps is of the form (7.24). The differentiations may be performed in any order. The polynomial $P\left(\xi_{1}, \xi_{2}, \ldots, \xi_{N}\right)$ in (7.23) is called the auxiliary polynomial of the operator (7.24). We illustrate the use of the notation with an example.

Example 2. Suppose that $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{1}$ is given by $f\left(x_{1}, x_{2}\right)=x_{1} e^{x_{1}} \cos x_{2}$. Let $P\left(\xi_{1}, \xi_{2}\right)=\xi_{1}^{4}+2 \xi_{1}^{2} \xi_{2}^{2}+\xi_{2}^{4}$ be a given polynomial. Show that $P\left(D_{1}, D_{2}\right) f=0$.

Solution. We have

$$
\begin{aligned}
D_{1}(f) & =\frac{\partial f}{\partial x_{1}}=\left(x_{1}+1\right) e^{x_{1}} \cos x_{2} ; \quad D_{1}^{2}(f)=D_{1}\left[D_{1}(f)\right] \\
& =\left(x_{1}+2\right) e^{x_{1}} \cos x_{2} ; \\
D_{1}^{3}(f) & =\left(x_{1}+3\right) e^{x_{1}} \cos x_{2} ; \quad D_{1}^{4}(f)=\left(x_{1}+4\right) e^{x_{1}} \cos x_{2} ; \\
D_{2}(f) & =-x_{1} e^{x_{1}} \sin x_{2} ; \\
D_{2}^{2}(f) & =-x_{1} e^{x_{1}} \cos x_{2} ; \quad D_{1}^{2} D_{2}^{2}(f)=-\left(x_{1}+2\right) e^{x_{1}} \cos x_{2} ; \\
D_{2}^{4}(f) & =x_{1} e^{x_{1}} \cos x_{2}
\end{aligned}
$$

Therefore,

$$
P\left(D_{1}, D_{2}\right) f=D_{1}^{4}(f)+2 D_{1}^{2} D_{2}^{2}(f)+D_{2}^{4}(f)=0
$$

We now introduce several definitions and simple facts concerning the algebra of linear operators with the purpose of applying them to linear differential operators as defined by (7.24). These operators are useful in the
proof of Taylor's theorem and the second derivative test for maxima and minima of functions of several variables (Theorem 7.8 below).

Definitions. Let $L_{1}, L_{2}, \ldots, L_{k}$ be differential operators, each of which has the same domain and range in a Euclidean space. Let $c_{1}, c_{2}, \ldots, c_{k}$ be real numbers. The operator denoted by $c_{1} L_{1}+c_{2} L_{2}+\cdots+c_{k} L_{k}$ is the operator $L$ such that $L(f)=c_{1} L_{1}(f)+\cdots+c_{k} L_{k}(f)$ for all $f$ in the domain of the $L_{i}, i=$ $1,2, \ldots, k$. The operator $L_{1} L_{2}$ is the operator $L$ such that $L(f)=L_{1}\left\{L_{2}(f)\right\}$ for all $f$ in the domain of $L_{2}$ and with the function $L_{2}(f)$ in the domain of $L_{1}$. The operators $L_{1} L_{2} L_{3}, L_{1} L_{2} L_{3} L_{4}$, etc., are defined similarly.

Lemma 7.3. Suppose that $L_{1}, L_{2}, \ldots, L_{k}$ are differential operators and $c_{1}$, $c_{2}, \ldots, c_{k}$ are real numbers. Let $P_{i}(\xi)$ be the auxiliary polynomial for $L_{i}$, $i=1,2, \ldots, k$. Then
(i) the auxiliary polynomial $P(\xi)$ for $c_{1} L_{1}+c_{2} L_{2}+\cdots+c_{k} L_{k}$ is $P(\xi)=$ $c_{1} P_{1}(\xi)+\cdots+c_{k} P_{k}(\xi) ;$
(ii) the auxiliary polynomial for $L_{1} L_{2} \ldots L_{k}$ is $P_{1}(\xi) P_{2}(\xi) \ldots P_{k}(\xi)$.

Proof. Let $n$ be the maximum order of all the operators $L_{i}$. Then we may write

$$
L_{i}=\sum_{|\alpha| \leqslant n} b_{i \alpha} D^{\alpha}, \quad i=1,2, \ldots, k .
$$

(If some of the $L_{i}$ are of order less than $n$, then the $b_{i \alpha}$ are zero for $|\alpha|$ beyond the order of the operator.) We have

$$
c_{1} L_{1}+\cdots+c_{k} L_{k}=\sum_{j=1}^{k} c_{j} \sum_{|\alpha| \leqslant n} b_{j \alpha} D^{\alpha}
$$

and the auxiliary polynomial for $L$ is

$$
\sum_{j=1}^{k} c_{j} \sum_{|\alpha| \leqslant n} b_{j \alpha} \xi^{\alpha}=\sum_{j=1}^{k} c_{j} P_{j}(\xi) .
$$

We establish Part (ii) for two operators, the general result following by induction. Let

$$
L_{1}=\sum_{|\alpha| \leqslant m} c_{\alpha} D^{\alpha}, \quad L_{2}=\sum_{|\beta| \leqslant n} d_{\beta} D^{\beta}, \quad L^{1}=L_{1} L_{2} .
$$

Then

$$
\begin{aligned}
& L^{1}(f)=L_{1}\left[L_{2}(f)\right]=\sum_{|\alpha| \leqslant m} c_{\alpha} D^{\alpha} \sum_{|\beta| \leqslant n} d_{\beta} D^{\beta} \\
& P^{1}(\xi)=\sum_{|\alpha| \leqslant m|\beta| \leqslant n} c_{\alpha} d_{\beta} \xi^{\alpha} \xi^{\beta}=P_{1}(\xi) P_{2}(\xi) .
\end{aligned}
$$

Definitions. Let $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ be a given function, and suppose $a \in \mathbb{R}^{N}$ and $b \in \mathbb{R}^{N}$ with $|b|=1$. The directional derivative of $f$ in the direction $b$ at the point


Figure 7.2. The line joining $a$ and $a+b$.
$a$, denoted by $d_{b} f(a)$, is the number defined by

$$
\begin{equation*}
d_{b} f(a)=\lim _{t \rightarrow 0} \frac{f(a+t b)-f(a)}{t} \tag{7.25}
\end{equation*}
$$

Note that the difference quotient in the definition is taken by subtracting $f(a)$ from the value of $f$ taken on the line segment in $\mathbb{R}^{N}$ joining $a$ and $a+b$. See Figure 7.2. The second directional derivative of $f$ in the direction $b$ at the point $a$ is simply $d_{b}\left[d_{b} f\right](a)$ and it is denoted by $\left(d_{b}\right)^{2} f(a)$. The $n$th directional derivative, $\left(d_{b}\right)^{n} f(a)$, is defined similarly.

Lemma 7.4. Suppose that $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ and all its partial derivatives $u p$ to and including order $n$ are continuous in a ball $B(a, r)$. Then

$$
\begin{equation*}
\left(d_{b}\right)^{n} f(a)=\sum_{|\alpha|=n} \frac{n!}{\alpha!} b^{\alpha} D^{\alpha} f(a) \tag{7.26}
\end{equation*}
$$

Symbolically, the nth directional derivative is written

$$
\left(d_{b}\right)^{n}=\sum_{|\alpha|=n} \frac{n!}{\alpha!} b^{\alpha} D^{\alpha} .
$$

Proof. For $n=1$, we set $\phi(t)=f(a+t b)$. Then $d_{b} f(a)=\phi^{\prime}(0)$. We use the Chain rule to compute $\phi^{\prime}$ and, denoting $b=\left(b_{1}, b_{2}, \ldots, b_{N}\right)$, we find

$$
d_{b} f(a)=b_{1} D_{1} f(a)+\cdots+b_{N} D_{N} f(a)
$$

That is, $d_{b}=b_{1} D_{1}+\cdots+b_{N} D_{N}$. By induction, we obtain

$$
\left(d_{b}^{n}\right) f=\left(b_{1} D_{1}+\cdots+b_{N} D_{N}\right)^{n} f .
$$

Using the Multinomial theorem (Lemma 7.2), we get Equation (7.26).
Theorem 7.6 (Taylor's theorem for functions from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$ ). Suppose that $f: \mathbb{R}^{1}$ to $\mathbb{R}^{1}$ and all derivatives of $f u p$ to and including order $n+1$ are continuous on an interval $I=\{x:|x-a|<r\}$. Then for each $x$ on $I$, there is $a$
number $\xi$ on the open interval between $a$ and $x$ such that

$$
\begin{equation*}
f(x)=\sum_{k=0}^{n} \frac{1}{k!} f^{(k)}(a)(x-a)^{k}+\frac{1}{(n+1)!} f^{(n+1)}(\xi)(x-a)^{n+1} \tag{7.27}
\end{equation*}
$$

The proof of Theorem 7.6 makes use of Rolle's theorem (Theorem 4.11) and is deferred until Chapter 9. See Theorem 9.24. Observe that for $n=0$, Formula (7.27) is the Mean-value theorem. (See Problem 6 at the end of this section and the hint given there.) The last term in (7.27) is called the remainder.

We now use Theorem 7.6 to establish Taylor's theorem for functions from a domain in $\mathbb{R}^{N}$ to $\mathbb{R}^{1}$.

Theorem 7.7 (Taylor's theorem with remainder). Suppose that $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ and all its partial derivatives up to and including order $n+1$ are continuous on a ball $B(a, r)$. Then for each $x$ in $B(a, r)$, there is a point $\xi$ on the straight line segment from a to $x$ such that

$$
\begin{equation*}
f(x)=\sum_{|\alpha| \leqslant n} \frac{1}{a!} D^{\alpha} f(a)(x-a)^{\alpha}+\sum_{|\alpha|=n+1} \frac{1}{\alpha!} D^{\alpha} f(\xi)(x-a)^{\alpha} . \tag{7.28}
\end{equation*}
$$

Proof. If $x=a$ the result is obvious. If $x \neq a$, define $b=\left(b_{1}, b_{2}, \ldots, b_{N}\right)$ by

$$
b_{i}=\frac{x_{i}-a_{i}}{|x-a|}
$$

We note that $|b|=1$ and define $\phi(t)=f(a+t b)$. We observe that $\phi(0)=f(a)$ and $\phi(|x-a|)=f(a+|x-a| \cdot b)=f(x)$. By induction, it follows that $\phi$ has continuous derivatives up to and including order $n+1$ since $f$ does. Now we apply Taylor's theorem (Theorem 7.6) to $\phi$, a function of one variable. Then

$$
\begin{equation*}
\phi(t)=\sum_{j=0}^{n} \frac{1}{j!} \phi^{(j)}(0) t^{j}+\frac{1}{(n+1)!} \phi^{(n+1)}(\tau) t^{n+1} \tag{7.29}
\end{equation*}
$$

where $\tau$ is between 0 and $t$. From Lemma 7.4, it is clear that

$$
\begin{equation*}
\phi^{(j)}(t)=\left(d_{b}\right)^{j} f(a+t b)=\sum_{|\alpha|=j} \frac{j!}{\alpha!} b^{\alpha} D^{\alpha} f(a+t b) . \tag{7.30}
\end{equation*}
$$

We set $t=|x-a|$ in Equation (7.29), getting

$$
\phi(|x-a|)=f(x)=\sum_{j=0}^{n} \frac{1}{j!} \phi^{(j)}(0)|x-a|^{j}+\frac{1}{(n+1)!} \phi^{(n+1)}(\tau)|x-a|^{n+1} .
$$

Inserting Equation (7.30) into this expression, we find

$$
\begin{aligned}
f(x)= & \sum_{j=0}^{n} \frac{1}{j!}\left[\sum_{|\alpha|=j} \frac{j!}{\alpha!} b^{\alpha} D^{\alpha} f(a)|x-a|^{j}\right] \\
& +\frac{1}{(n+1)!}\left[\sum_{|\alpha|=n+1} \frac{(n+1)!}{\alpha!} b^{\alpha} D^{\alpha}(\xi)|x-a|^{n+1}\right] .
\end{aligned}
$$

By definition we have $x_{i}-a_{i}=b_{i}|x-a|$, and so $(x-a)^{\alpha}=b^{\alpha}|x-a|^{|\alpha|}$. Employing this fact in the above expression for $f(x)$, we obtain Equation (7.28).

The last terms in formula (7.28) are known as the remainder.
For functions from $\mathbb{R}^{1}$ into $\mathbb{R}^{1}$ the Second Derivative test is one of the most useful for identifying the maximum and minimum points on the graph of the function. We recall that a function $f$ with two derivatives and with $f^{\prime}(a)=0$ has a relative maximum at $a$ if its second derivative at $a$ is negative. It has a relative minimum at $a$ if $f^{\prime \prime}(a)>0$. If $f^{\prime \prime}(a)=0$, the test fails. With the aid of Taylor's theorem for functions from $\mathbb{R}^{N}$ into $\mathbb{R}^{1}$ we can establish the corresponding result for functions of $N$ variables.

Definitions. Let $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ be given. The function $f$ has a local maximum at the value $a$ if and only if there is a ball $B(a, r)$ such that $f(x)-f(a) \leqslant 0$ for $x \in B(a, r)$. The function $f$ has a strict local maximum at $a$ if and only if $f(x)-f(a)<0$ for $x \in B(a, r)$ except for $x=a$. The corresponding definitions for local minimum and strict local minimum reverse the inequality sign. If $f$ has partial derivatives at $a$, we say that $f$ has a critical point at the value $a$ if and only if $D_{i} f(a)=0, i=1,2, \ldots, N$.

Theorem 7.8 (Second derivative test). Suppose that $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ and its partial derivatives up to and including order 2 are continuous in a ball $B(a, r)$. Suppose that $f$ has a critical point at a. For $h=\left(h_{1}, h_{2}, \ldots, h_{N}\right)$, define $\Delta f(a, h)=$ $f(a+h)-f(a)$; also define

$$
\begin{equation*}
Q(h)=\sum_{|\alpha|=2} \frac{1}{\alpha!} D^{\alpha} f(a) h^{\alpha}=\frac{1}{2!} \sum_{i, j=1}^{N} D_{i} D_{j} f(a) h_{i} h_{j} . \tag{7.31}
\end{equation*}
$$

(a) If $Q(h)>0$ for $h \neq 0$, then ${ }^{1} f$ has a strict local minimum at a.
(b) If $Q(h)<0$ for $h \neq 0$, then $f$ has a strict local maximum at $a$.
(c) If $Q(h)$ has a positive maximum and a negative minimum, then $\Delta f(a, h)$ changes sign in any ball $B(a, \rho)$ such that $\rho<r$.

Proof. We establish Part (a), the proofs of Parts (b) and (c) being similar. Taylor's theorem with remainder (Theorem 7.7) for $n=1$ and $x=a+h$ is

$$
\begin{equation*}
f(a+h)=f(a)+\sum_{|\alpha|=1} D^{\alpha} f(a) h^{\alpha}+\sum_{|\alpha|=2} \frac{1}{\alpha!} D^{\alpha} f(\xi) h^{\alpha}, \tag{7.32}
\end{equation*}
$$

where $\xi$ is on the straight line segment connecting $a$ with $a+h$. Since $f$ has a critical point at $a$, the first sum in Equation (7.32) is zero, and the

[^13]second sum may be written
\[

$$
\begin{equation*}
\Delta f(a, h)=\sum_{|\alpha|=2} \frac{1}{\alpha!} D^{\alpha} f(a) h^{\alpha}+\sum_{|\alpha|=2} \frac{1}{\alpha!}\left[D^{\alpha} f(\xi)-D^{\alpha} f(a)\right] h^{\alpha} . \tag{7.33}
\end{equation*}
$$

\]

Setting $|h|^{2}=h_{1}^{2}+h_{2}^{2}+\cdots+h_{N}^{2}$ and

$$
\varepsilon(h)=\sum_{|\alpha|=2} \frac{1}{\alpha!}\left[D^{\alpha} f(\xi)-D^{\alpha} f(a)\right] \frac{h^{\alpha}}{|h|^{2}},
$$

we find from Equation (7.33)

$$
\begin{equation*}
\Delta f(a, h)=Q(h)+|h|^{2} \varepsilon(h) . \tag{7.34}
\end{equation*}
$$

Because the second partial derivatives of $f$ are continuous near $a$, it follows that $\varepsilon(h) \rightarrow 0$ as $h \rightarrow 0$. Also,

$$
Q(h)=|h|^{2} \sum_{i, j=1}^{N} D_{i} D_{j} f(a) \frac{h_{i}}{|h|} \cdot \frac{h_{j}}{|h|} \equiv|h|^{2} Q_{1}(h) .
$$

The expression $Q_{1}(h)$ is continuous for $h$ on the unit sphere in $\mathbb{R}^{N}$. According to the hypothesis in Part (a), $Q_{1}$, a continuous function, must have a positive minimum on the unit sphere which is a closed set. Denote this minimum by $m$. Hence,

$$
Q(h) \geqslant|h|^{2} m \quad \text { for all } h .
$$

Now choose $|h|$ so small that $|\varepsilon(h)|<m / 2$. Inserting the inequalities for $Q(h)$ and $|\varepsilon(h)|$ into Equation (7.34), we find

$$
\Delta f(a, h)>\frac{1}{2}|h|^{2} m
$$

for $|h|$ sufficiently small and $h \neq 0$. We conclude that $f$ has a strict local minimum at $a$.

Remarks. The quantity $Q$ given in Expression (7.31) is a quadratic form. In linear algebra, we develop the fact that $Q$ is positive definite if and only if the matrix $\left(A_{i j}\right) \equiv\left(D_{i} D_{j} f(a)\right)$ has all positive eigenvalues. Also, $Q$ is negative definite when all the eigenvalues of $\left(A_{i j}\right)$ are negative. The quadratic form $Q$ has a positive maximum and a negative minimum when the matrix has at least one positive and at least one negative eigenvalue. It is not necessary to find all the eigenvalues in order to determine the properties of $Q$. It is sufficient to "complete the square", as in elementary algebra, to determine which of the cases (a), (b), or (c) of Theorem 7.8 prevails.

## Problems

1. Given $f: \mathbb{R}^{3} \rightarrow \mathbb{R}^{1}$ defined by

$$
f\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{-1 / 2}, \quad\left(x_{1}, x_{2}, x_{3}\right) \neq(0,0,0) .
$$

Show that $f$ satisfies the equation

$$
f_{, 1,1}+f_{, 2,2}+f_{, 3,3}=0
$$

2. Given $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{1}$ defined by $f\left(x_{1}, x_{2}\right)=x_{1}^{4}-2 x_{1}^{3} x_{2}-x_{1} x_{2}$ and given $L_{1}(D)=$ $2 D_{1}-3 D_{2}, L_{2}(D)=D_{1} D_{2}$, show that $\left(L_{1} L_{2}\right)(f)=\left(L_{2} L_{1}\right)(f)$.
3. Given $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{1}$ defined by

$$
f\left(x_{1}, x_{2}\right)= \begin{cases}x_{1} x_{2} \frac{x_{1}^{2}-x_{2}^{2}}{x_{1}^{2}+x_{2}^{2}}, & x_{1}^{2}+x_{2}^{2}>0 \\ 0, & x_{1}=x_{2}=0\end{cases}
$$

Show that $f_{, 1,2}(0,0)=-1$ and $f_{, 2,1}(0,0)=1$.
4. Write out the proof of Theorem 7.5 for a function $f$ from $\mathbb{R}^{\boldsymbol{N}}$ into $\mathbb{R}^{1}$.
5. Prove the Binomial theorem (Lemma 7.1).
6. Establish the Taylor expansion for functions from $\mathbb{R}^{1}$ into $\mathbb{R}^{1}$ (Theorem 7.6). [Hint:

Make use of the function

$$
\varphi(t)=f(x)-f(t)-\frac{f^{\prime}(t)(x-t)}{1!}-\cdots-\frac{f^{(n)}(t)(x-t)^{n}}{n!}-R_{n}(a, x) \frac{(x-t)^{n+1}}{(x-a)^{n+1}}
$$

where $R_{n}(a, x)$ is the remainder in the Taylor expansion of $f(x)$. Note that $\varphi(a)=$ $\varphi(x)=0$.]
7. Write out explicitly all the terms of the Taylor expansion for a function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}^{1}$ for the case $n=2$.
8. Find the relative maxima and minima of the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{1}$ given by

$$
f\left(x_{1}, x_{2}\right)=x_{1}^{3}+3 x_{1} x_{2}^{2}-3 x_{1}^{2}-3 x_{2}^{2}+4 .
$$

9. Find the critical points of the function $f: \mathbb{R}^{4} \rightarrow \mathbb{R}^{1}$ given by

$$
\begin{aligned}
f\left(x_{1}, x_{2}, x_{3}, x_{4}\right)= & x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-x_{4}^{2}-2 x_{1} x_{2}+4 x_{1} x_{3}+3 x_{1} x_{4} \\
& -2 x_{2} x_{4}+4 x_{1}-5 x_{2}+7 .
\end{aligned}
$$

10. Write out proofs of Parts (b) and (c) of the Second derivative test (Theorem 7.8).

In each of Problems 11 through 13 , determine whether $Q: \mathbb{R}^{3} \rightarrow \mathbb{R}^{1}$ is positive definite, negative definite, or neither.
11. $Q\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}+5 x_{2}^{2}+3 x_{3}^{2}-4 x_{1} x_{2}+2 x_{1} x_{3}-2 x_{2} x_{3}$
12. $Q\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}+3 x_{2}^{2}+x_{3}^{2}-4 x_{1} x_{2}+2 x_{1} x_{3}-6 x_{2} x_{3}$
13. $Q\left(x_{1}, x_{2}, x_{3}\right)=-x_{1}^{2}-2 x_{2}^{2}-4 x_{3}^{2}-2 x_{1} x_{2}-2 x_{1} x_{3}$

### 7.3. The Derivative in $\mathbb{R}^{N}$

Each partial derivative of a function $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ is a mapping from $\mathbb{R}^{N}$ into $\mathbb{R}^{1}$. This generalization of the ordinary derivative, useful for many purposes, is unsatisfactory in that it singles out a particular direction in which the differentiation is performed. We now take up another extension of the ordinary derivative, one in which the difference quotient tends to a limit as $x \rightarrow a$ regardless of the direction of approach.

Let $A$ be an open subset of $\mathbb{R}^{N}$, and suppose that $f$ and $g$ are functions from $A$ into $\mathbb{R}^{1}$. We denote by $d(x, y)$ the Euclidean distance between two points $x, y$ in $\mathbb{R}^{N}$.

Definition. The continuous functions $f$ and $g$ are tangent at a point $a \in A$ if and only if

$$
\lim _{\substack{x \rightarrow a \\ x \neq a}} \frac{|f(x)-g(x)|}{d(x, a)}=0
$$

We note that if two functions are tangent at a point $a$ then, necessarily, $f(a)=g(a)$. Also, if $f, g$, and $h$ are functions with $f$ and $g$ tangent at $a$ and with $g$ and $h$ tangent at $a$, then we verify simply that $f$ and $h$ are tangent at $a$. To see this, observe that

$$
\frac{|f(x)-h(x)|}{d(x, a)} \leqslant \frac{|f(x)-g(x)|}{d(x, a)}+\frac{|g(x)-h(x)|}{d(x, a)} .
$$

As $x \rightarrow a$, the right side tends to 0 and hence so must the left side.
Let $L: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ be a linear function; that is, $L$ is of the form

$$
L(x)=b_{0}+\sum_{k=1}^{N} b_{k} x_{k},
$$

where $b_{0}, b_{1}, \ldots, b_{N}$ are real numbers. It may happen that a function $f$ is tangent to a linear function at a point $a$. If so, this linear function is unique, as we now show.

Theorem 7.9. Suppose that $L_{1}$ and $L_{2}$ are linear functions tangent to a function $f$ at a point a. Then $L_{1} \equiv L_{2}$.

Proof. It is convenient to write the linear functions $L_{1}$ and $L_{2}$ in the form

$$
L_{1}(x)=c_{0}+\sum_{k=1}^{N} c_{k}\left(x_{k}-a_{k}\right), \quad L_{2}(x)=c_{0}^{\prime}+\sum_{k=1}^{N} c_{k}^{\prime}\left(x_{k}-a_{k}\right) .
$$

From the discussion above, it follows that $L_{1}(a)=L_{2}(a)=f(a)$. Hence, $c_{0}=c_{0}^{\prime}$. Also, for every $\varepsilon>0$, we have

$$
\begin{equation*}
\left|L_{1}(x)-L_{2}(x)\right| \leqslant \varepsilon d(x, a) \tag{7.35}
\end{equation*}
$$

for all $x$ sufficiently close to $a$. For $z \in \mathbb{R}^{N}$, we use the notation $\|z\|=d(z, 0)$. Now, with $\delta$ a real number, choose

$$
x-a=\frac{\delta z}{\|z\|}
$$

Then, for sufficiently small $|\delta|$, we find from Inequality (7.35) that

$$
\left|\sum_{k=1}^{N}\left(c_{k}-c_{k}^{\prime}\right) \frac{\delta z_{k}}{\|z\|}\right| \leqslant \varepsilon|\delta| \frac{\|z\|}{\|z\|}=\varepsilon|\delta| .
$$

Therefore,

$$
\left|\sum_{k=1}^{N}\left(c_{k}-c_{k}^{\prime}\right) \frac{z_{k}}{\|z\|}\right| \leqslant \varepsilon
$$

and since this inequality holds for all positive $\varepsilon$, we must have $c_{k}=c_{k}^{\prime}$, $k=1,2, \ldots, N$.

Definitions. Suppose that $f: A \rightarrow \mathbb{R}^{1}$ is given, where $A$ is an open set in $\mathbb{R}^{N}$ containing the point $a$. The function $f$ is differentiable at $a$ if and only if there is a linear function $L(x)=f(a)+\sum_{k=1}^{N} c_{k}\left(x_{k}-a_{k}\right)$ which is tangent to $f$ at $a$. A function $f$ is differentiable on a set $A$ in $\mathbb{R}^{N}$ if and only if it is differentiable at each point of $A$. The function $L$ is called the tangent linear function to $f$ at the point $a$. The function $L$ is also called the derivative or total derivative of $f$ at $a$. We use the symbol $f^{\prime}(a)$ for the derivative of $f$ at the point $a$ in $\mathbb{R}^{N}$.

Theorem 7.10. If $f$ is differentiable at a point $a$, then $f$ is continuous at $a$.
The proof is left to the reader.
As we saw in Section 7.1, a function $f$ may have partial derivatives without being continuous. An example of such a function is given in Problem 6 at the end of Section 7.1. Theorem 7.10 suggests that differentiability is a stronger condition than the existence of partial derivatives. The next theorem verifies this point.

Theorem 7.11. If $f$ is differentiable at a point a, then all first partial derivatives of $f$ exist at $a$.

Proof. Let $L$ be the tangent linear function to $f$ at $a$. We write

$$
L(x)=f(a)+\sum_{k=1}^{N} c_{k}\left(x_{k}-a_{k}\right)
$$

From the definition of derivative, it follows that

$$
\begin{equation*}
\lim _{\substack{x \rightarrow a \\ x \neq a}} \frac{\left|f(x)-f(a)-\sum_{k=1}^{N} c_{k}\left(x_{k}-a_{k}\right)\right|}{d(x, a)}=0 . \tag{7.36}
\end{equation*}
$$

For $x$ we choose the element $a+h$ where $h=\left(0,0, \ldots, 0, h_{i}, 0, \ldots, 0\right)$. Then Equation (7.36) becomes

$$
\lim _{\substack{h_{i} \rightarrow 0 \\ h_{i} \neq 0}} \frac{\left|f(a+h)-f(a)-c_{i} h_{i}\right|}{\left|h_{i}\right|}=0
$$

we may therefore write

$$
\begin{equation*}
\left|\frac{f(a+h)-f(a)}{h_{i}}-c_{i}\right|=\varepsilon\left(h_{i}\right), \tag{7.37}
\end{equation*}
$$

where $\varepsilon\left(h_{i}\right) \rightarrow 0$ as $h_{i} \rightarrow 0$.
We recognize the left side of Equation (7.37) as the expression used in the definition of $f_{, i}(a)$. In fact, we conclude that

$$
c_{i}=f_{. i}(a), \quad i=1,2, \ldots, N
$$

A partial converse of Theorem 7.11 is also true.
Theorem 7.12. Suppose that $f_{, i}, i=1,2, \ldots, N$ are continuous at a point $a$. Then $f$ is differentiable at a.

This result is most easily established by means of the Taylor expansion with remainder (Theorem 7.7) with $n=0$. We leave the details for the reader.

Definitions. Suppose that $f$ has all first partial derivatives at a point $a$ in $\mathbb{R}^{N}$. The gradient of $f$ is the element in $\mathbb{R}^{N}$ whose components are

$$
\left(f_{, 1}(a), f_{, 2}(a), \ldots, f_{, N}(a)\right)
$$

We denote the gradient of $f$ by $\nabla f$ or grad $f$.
Suppose that $A$ is a subset of $\mathbb{R}^{N}$ and $f: A \rightarrow \mathbb{R}^{1}$ is differentiable on $A$. Let $h=\left(h_{1}, h_{2}, \ldots, h_{N}\right)$ be an element of $\mathbb{R}^{N}$. We define the total differential $d f$ as that function from $A \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$, given by the formula

$$
\begin{equation*}
d f(x, h)=\sum_{k=1}^{N} f_{, k}(x) h_{k} \tag{7.38}
\end{equation*}
$$

Using the inner or dot product notation for elements in $\mathbb{R}^{N}$, we may also write

$$
d f(x, h)=\nabla f(x) \cdot h
$$

Remarks. Equation (7.38) shows that the total differential (also called the differential) of a function $f$ is linear in $h$ and bears a close resemblance to the tangent linear function. The differential vanishes when $x=a$ and $h=0$, while the tangent linear function has the value $f(a)$ at the corresponding point. The Chain rule (Theorem 7.3) takes a natural form for differentiable functions, as the following theorem shows.

Theorem 7.13 (Chain rule). Suppose that each of the functions $g^{1}, g^{2}, \ldots, g^{N}$ is a mapping from $\mathbb{R}^{M}$ into $\mathbb{R}^{1}$ and that each $g^{i}$ is differentiable at a point $b=\left(b_{1}, b_{2}, \ldots, b_{M}\right)$. Suppose that $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ is differentiable at the point $a=$ $\left(g^{1}(b), g^{2}(b), \ldots, g^{N}(b)\right)$. Form the function

$$
H(x)=f\left[g^{1}(x), g^{2}(x), \ldots, g^{N}(x)\right]
$$

Then $H$ is differentiable at $b$ and

$$
d H(b, h)=\sum_{i=1}^{N} f_{, i}[g(b)] d g^{i}(b, h)
$$

The proof is similar to the proof of Theorem 7.3, and we leave it to the reader.

## Problems

1. Let $f$ and $g$ be functions from $\mathbb{R}^{N}$ into $\mathbb{R}^{1}$. Show that if $f$ and $g$ are differentiable at a point $a$, then $f+g$ is differentiable at $a$. Also, $\alpha f$ is differentiable at $a$ for every real number $\alpha$.
2. Let $f: \mathbb{R}^{3} \rightarrow \mathbb{R}^{1}$ be given by

$$
f\left(x_{1}, x_{2}, x_{3}\right)=x_{1} x_{3} e^{x_{1} x_{2}}+x_{2} x_{3} e^{x_{1} x_{3}}+x_{1} x_{2} e^{x_{2} x_{3}}
$$

Find $\nabla f$ and $d f(x, h)$.
3. Let $f$ and $g$ be functions from $\mathbb{R}^{N}$ into $\mathbb{R}^{1}$. Show that if $f$ and $g$ are differentiable, and $\alpha$ and $\beta$ are numbers, then

$$
\begin{gathered}
\nabla(\alpha f+\beta g)=\alpha \nabla f+\beta \nabla g, \\
\nabla(f g)=f \nabla g+g \nabla f .
\end{gathered}
$$

4. Let $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ and $g: \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$ be given. Assume that the range of $f$ is contained in the domain of $g$. Show that, in such a case,

$$
\nabla[g(f)]=g^{\prime} \nabla f
$$

5. Show that if $f$ is differentiable at a point $a$, then it is continuous at $a$. (Theorem 7.10.)
6. Suppose that all first partial derivatives of a function $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ are continuous at a point $a$. Show that $f$ is differentiable at $a$. (Theorem 7.12.)
7. Given $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ and an element $b \in \mathbb{R}^{N}$ with $\|b\|=1$. The directional derivative of $f$ in the direction $b$ at the point $a$, denoted by $d_{b} f$, is the function from $\mathbb{R}^{N}$ into $\mathbb{R}^{1}$ defined by

$$
d_{b} f=\lim _{t \rightarrow 0} \frac{f(a+t b)-f(a)}{t}
$$

Suppose that all first partial derivatives of $f$ are continuous at a point $a$. Show that the directional derivative of $f$ in every direction exists at $a$ and that

$$
\left(d_{b} f\right)(a)=\nabla f(a) \cdot b .
$$

8. Suppose that $A$ is an open set in $\mathbb{R}^{N}$. Let $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ be differentiable at each point of $A$. Assume that the derivative of $f$, a mapping from $A$ into $\mathbb{R}^{1}$, is also differentiable at each point of $A$. Then show that all second partial derivatives of $f$ exist at each point of $A$ and that

$$
D_{i} D_{j} f=D_{j} D_{i} f
$$

for all $i, j=1,2, \ldots, N$.
9. Prove Theorem 7.13.
10. Suppose $f$ and $g$ are functions from $\mathbb{R}^{N}$ into $\mathbb{R}^{M}$. We denote by $d_{N}$ and $d_{M}$ Euclidean distance in $\mathbb{R}^{N}$ and $\mathbb{R}^{M}$, respectively. We say that $f$ and $g$ are tangent at a point $a \in \mathbb{R}^{N}$ if and only if

$$
\lim _{x \rightarrow a} \frac{d_{M}(f(x), g(x))}{d_{N}(x, a)}=0 .
$$

Show that if $f$ is tangent to a linear function $L: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ at a point $a$, then there can be only one such. [Hint: Write $L$ as a system of linear equations and follow the proof of Theorem 7.9.]
11. (a) Let $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ be given. Using the result of Problem 10 , define the derivative of $f$ at a point $a$.
(b) Let the components of $f$ be denoted by $f^{1}, f^{2}, \ldots, f^{M}$. If $f$ is differentiable at $a$, show that all partial derivatives of $f^{1}, f^{2}, \ldots, f^{M}$ exist at the point $a$.
12. Let $L: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ be a linear function. Show that $L=\left(L_{1}, L_{2}, \ldots, L_{M}\right)$ where $L_{j}=$ $c_{0}^{j}+\sum_{k=1}^{N} c_{k}^{j} x_{k}, j=1,2, \ldots, M$.
13. Let $A$ be a closed region in $\mathbb{R}^{N}$. Suppose that $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ is differentiable in a region containing $A$ and that $f$ has a maximum value at a point $a \in \partial A$. Show that $d_{n} f \leqslant 0$ at the point $a$ where $n$ is the inward pointing unit normal to $\partial A$ at the point $a$.

## CHAPTER 8

## Integration in $\mathbb{R}^{N}$

### 8.1. Volume in $\mathbb{R}^{N}$

In order to construct the theory of Riemann integration in $\mathbb{R}^{N}$, we need to develop first a theory of volume for sets of points in $\mathbb{R}^{N}$. This development is a straightforward generalization of the theory of area (Jordan content) given in Section 5.4. We shall outline the main steps of the the theory and leave the proofs of the theorems to the reader. We first recall the definitions of open and closed cells given earlier in Section 6.3.

Definitions. Let $a=\left(a_{1}, a_{2}, \ldots, a_{N}\right)$ and $b=\left(b_{1}, b_{2}, \ldots, b_{N}\right)$ be points in $\mathbb{R}^{N}$ with $a_{i}<b_{i}$ for $i=1,2, \ldots, N$. The set $R=\left\{x: a_{i}<x_{i}<b_{i}, i=1,2, \ldots, N\right\}$ is called an open cell in $\mathbb{R}^{N}$. A closed cell is the set $\left\{x: a_{i} \leqslant x_{i} \leqslant b_{i}, i=1,2, \ldots\right.$, $N\}$. If the relations

$$
b_{1}-a_{1}=b_{2}-a_{2}=\cdots=b_{n}-a_{n}
$$

hold, then the cell is called a hypercube. Note that for $N=2$ an open cell is the interior of a rectangle, and for $N=3$ an open cell is the interior of a rectangular parallelepiped. For $N=2$ and 3 , hypercubes are squares and cubes, respectively.

Paralleling the theory given for $N=2$, we divide all of $\mathbb{R}^{N}$ into closed hypercubes given by the inequalities

$$
\begin{equation*}
\frac{k_{i}-1}{2^{n}} \leqslant x_{i} \leqslant \frac{k_{i}}{2^{n}}, \quad i=1,2, \ldots, N, \tag{8.1}
\end{equation*}
$$

where the $k_{i}, i=1,2, \ldots, N$, are integers. As we shall see below, the volume of each such hypercube is $1 / 2^{n N}$.

Let $S$ be a bounded set in $\mathbb{R}^{N}$. We wish to define the volume of $S$. Suppose that $S$ is contained in an open cell $R=\left\{x: A_{i}<x_{i}<B_{i}, i=1,2, \ldots, N\right\}$ where, for convenience, $A_{1}, \ldots, A_{N}, B_{1}, \ldots, B_{N}$ are integers. $\bar{R}$ denotes the closed cell having the same "sides" as $R$.

Definitions. Suppose that $\mathbb{R}^{N}$ is divided into hypercubes as given by Expression (8.1). Such a system of hypercubes divides $\mathbb{R}^{N}$ into a grid. Each such hypercube entirely contained in the point set $S$ is called an inner cube for $S$ of the $n$th grid. Hypercubes which contain at least one point of $S$ but are not inner cubes are called boundary cubes. Hypercubes which contain no points of $S$ are called exterior cubes.

A hypercube which has each edge of length 1 contains $\left(2^{n}\right)^{N}=2^{\text {Nn }}$ hypercubes of the $n$th grid. Therefore the closed cell $\bar{R}$ containing $S$ has

$$
2^{N n}\left(B_{1}-A_{1}\right)\left(B_{2}-A_{2}\right) \ldots\left(B_{N}-A_{N}\right)
$$

hypercubes of the $n$th grid.
We define the quantities
$V_{n}^{-}(S)=2^{-N n}$ times the number of inner cubes for $S$,
$V_{n}^{+}(S)=V_{n}^{-}(S)+2^{-N n}$ times the number of boundary cubes for $S$.
The following lemma is the direct analog of Lemma 5.3.
Lemma 8.1. Let $R=\left\{x: A_{i}<x_{i}<B_{i}, i=1,2, \ldots, N\right\}$ be an open cell where $A_{i}, B_{i}, i=1,2, \ldots, N$, are integers. Suppose that $S \subset R$. Then, for every subdivision of $\mathbb{R}^{N}$ into hypercubes given by (8.1), all inner cubes and all boundary cubes of $S$ are contained in $R$.

Theorem 8.1. Suppose that $R$ and $S$ are as in Lemma 8.1. Then
(i) $0 \leqslant V_{n}^{-}(S) \leqslant V_{n}^{+}(S) \leqslant\left(B_{1}-A_{1}\right)\left(B_{2}-A_{2}\right) \ldots\left(B_{N}-A_{N}\right)$;
(ii) $V_{n}^{-}(S) \leqslant V_{n+1}^{-}(S)$ for each $n$;
(iii) $V_{n+1}^{+}(S) \leqslant V_{n}^{+}(S)$ for each $n$;
(iv) the sequences $\left\{V_{n}^{-}(S)\right\},\left\{V_{n}^{+}(S)\right\}$ tend to limits as $n \rightarrow \infty$. If the limits are denoted by

$$
V^{-}(S)=\lim _{n \rightarrow \infty} V_{n}^{-}(S) \quad \text { and } \quad V^{+}(S)=\lim _{n \rightarrow \infty} V_{n}^{+}(S)
$$

then

$$
0 \leqslant V^{-}(S) \leqslant V^{+}(S) \leqslant \prod_{i=1}^{N}\left(B_{i}-A_{i}\right)
$$

(v) the quantities $V_{n}^{-}(S), V_{n}^{+}(S), V^{-}(S), V^{+}(S)$ are independent of $R$.

Note that Theorem 5.19 is exactly the same as Theorem 8.1 for the case $N=2$. The proof of Theorem 8.1 parallels that of Theorem 5.19 and is left to the reader.

Definitions. The number $V^{-}(S)$ is called the inner volume of $S$ and the number $V^{+}(S)$ is called the outer volume of $S$. A set of points $S$ is said to have volume if and only if $V^{-}(S)=V^{+}(S)$. The volume of $S$, denoted $V(S)$ (sometimes denoted $V_{N}(S)$ if we wish to emphasize the number of dimensions) is this common value. A set of points in $\mathbb{R}^{N}$ which has a volume is called a figure.

Theorem 8.2. Let $S_{1}$ and $S_{2}$ be bounded sets in $\mathbb{R}^{N}$. Then
(i) if $S_{1}$ is contained in $S_{2}$, then $V^{-}\left(S_{1}\right) \leqslant V^{-}\left(S_{2}\right)$ and $V^{+}\left(S_{1}\right) \leqslant V^{+}\left(S_{2}\right)$;
(ii) $V^{+}\left(S_{1} \cup S_{2}\right) \leqslant V^{+}\left(S_{1}\right)+V^{+}\left(S_{2}\right)$;
(iii) if $S_{1}$ and $S_{2}$ have no common interior points, then

$$
V^{-}\left(S_{1} \cup S_{2}\right) \geqslant V^{-}\left(S_{1}\right)+V^{-}\left(S_{2}\right)
$$

(iv) if $S_{1}$ and $S_{2}$ are figures and if $S_{1}$ and $S_{2}$ have no common interior points, then $S_{1} \cup S_{2}$ is a figure and

$$
V\left(S_{1} \cup S_{2}\right)=V\left(S_{1}\right)+V\left(S_{2}\right)
$$

(v) the open cell $R=\left\{x: a_{i}<x_{i}<b_{i}, i=1,2, \ldots, N\right\}$ is a figure and

$$
V(R)=\prod_{i=1}^{N}\left(b_{i}-a_{i}\right)
$$

Also, $\bar{R}$ is a figure and $V(\bar{R})=V(R)$.
The statement of Theorem 8.2 is the same as Theorem 5.20 for $N=2$, and the proofs are similar.

Theorem 8.3. Suppose that $S_{1}$ and $S_{2}$ are figures in $\mathbb{R}^{N}$. Then $S_{1} \cup S_{2}$ is a figure. Also, $S_{1} \cap S_{2}$ and $S_{1}-S_{2}$ are figures. The boundary of any figure has volume zero.

The proof of Theorem 8.3 follows in precise detail the proof of Theorem 5.21 and is left to the reader. Theorems 8.2 and 8.3 are easily extended to the case where $S_{1}, S_{2}, \ldots, S_{k}$ is any finite collection of sets in $\mathbb{R}^{N}$.

## Problems

1. Give an example of a bounded set $S$ in $\mathbb{R}^{N}$ for which $V^{-}(S)<V^{+}(S)$.
2. Consider the open cell $R=\left\{x: a_{i}<x_{i}<b_{i}\right\}$ in which $a_{1}, a_{2}, \ldots, a_{N}, b_{1}, b_{2}, \ldots, b_{N}$ are irrational numbers. Show that $V_{n}^{-}(R)<V_{n}^{+}(R)$ for every $n$.
3. Prove Lemma 8.1. Is the same result true if the $\left\{A_{i}\right\}$ and $\left\{B_{i}\right\}$ are rational numbers provided that the grid given by the inequalities (8.1) has $n$ sufficiently large?
4. Give an example of a nonempty bounded set $S$ in $\mathbb{R}^{N}$ with the property that $V_{n}^{-}(S)=V_{n}^{+}(S)$ for every $n$.
5. Prove Theorem 8.1.
6. State and prove for sets in $\mathbb{R}^{N}$ the analog of Lemma 5.3 of Section 5.4.
7. Give an example of two sets $S_{1}$ and $S_{2}$ in $\mathbb{R}^{N}$ such that neither $S_{1}$ nor $S_{2}$ is a figure but $S_{1} \cup S_{2}$ is a figure and $S_{1} \cap S_{2}$ is a figure. Is it possible that $S_{1}-S_{2}$ is a figure?
8. Prove Theorem 8.2.
9. Prove Theorem 8.3.
10. Show that if $S_{1}, S_{2}, \ldots, S_{k}$ are figures in $\mathbb{R}^{N}$, then $S_{1} \cup S_{2} \cup \cdots \cup S_{k}$ and $S_{1} \cap S_{2} \cap$ $\cdots \cap S_{k}$ are figures. If $S_{1}, \ldots, S_{k}, \ldots$ is an infinite collection of figures, is it true that $\bigcup_{n=1}^{\infty} S_{n}$ is a figure?

### 8.2. The Darboux Integral in $\mathbb{R}^{N}$

The development of the theory of integration in $\mathbb{R}^{N}$ for $N \geqslant 2$ parallels the one-dimensional case given in Section 5.1. For functions defined on an interval $I$ in $\mathbb{R}^{1}$, we formed upper and lower sums by dividing $I$ into a number of subintervals. In $\mathbb{R}^{N}$ we begin with a figure $F$, i.e., a bounded region which has volume and, in order to form upper and lower sums, we divide $F$ into a number of subfigures. These subfigures are the generalizations of the subintervals in $\mathbb{R}^{1}$, and the limits of the upper and lower sums as the number of subfigures tends to infinity yield upper and lower integrals.

Definition. Let $F$ be a bounded set in $\mathbb{R}^{N}$ which is a figure. A subdivision of $F$ is a finite collection of figures, $\left\{F_{1}, F_{2}, \ldots, F_{n}\right\}$, no two of which have common interior points and whose union is $F$. That is,

$$
F=F_{1} \cup F_{2} \cup \cdots \cup F_{n}, \quad \operatorname{Int}\left(F_{i}\right) \cap \operatorname{Int}\left(F_{j}\right)=\varnothing \quad \text { for } \quad i \neq j
$$

We denote such a subdivision by the single letter $\Delta$.
Let $D$ be a set in $\mathbb{R}^{N}$ containing $F$ and suppose that $f: D \rightarrow \mathbb{R}^{1}$ is bounded on $F$. Let $\Delta$ be a subdivision of $F$ and set

$$
M_{i}=\sup f \quad \text { on } \quad F_{i}, \quad m_{i}=\inf f \quad \text { on } \quad F_{i} .
$$

Definitions. The upper sum of $f$ with respect to the subdivision $\Delta$ is defined by the formula

$$
S^{+}(f, \Delta)=\sum_{i=1}^{n} M_{i} V\left(F_{i}\right)
$$

where $V\left(F_{i}\right)$ is the volume in $\mathbb{R}^{N}$ of the figure $F_{i}$. Similarly, the lower sum of $f$ is defined by

$$
S_{-}(f, \Delta)=\sum_{i=1}^{n} m_{i} V\left(F_{i}\right) .
$$

Let $\Delta$ be a subdivision of a figure $F$. Then $\Delta^{\prime}$, another subdivision of $F$, is


Figure 8.1
called a refinement of $\Delta$ if and only if every figure of $\Delta^{\prime}$ is entirely contained in one of the figures of $\Delta$. Suppose that $\Delta_{1}=\left\{F_{1}, F_{2}, \ldots, F_{n}\right\}$ and $\Delta_{2}=\left\{G_{1}\right.$, $\left.G_{2}, \ldots, G_{m}\right\}$ are two subdivisions of $F$. We say that $\Delta^{\prime}$, the subdivision consisting of all nonempty figures of the form $F_{i} \cap G_{j}, i=1,2, \ldots, n, j=1,2, \ldots, m$, is the common refinement of $\Delta_{1}$ and $\Delta_{2}$. Note that $\Delta^{\prime}$ is a refinement of both $\Delta_{1}$ and $\Delta_{2}$ (see Figure 8.1).

Theorem 8.4. Let $F$ be a figure in $\mathbb{R}^{N}$ and suppose that $f: F \rightarrow \mathbb{R}^{1}$ is bounded on $F$.
(a) If $m \leqslant f(x) \leqslant M$ for all $x \in F$ and if $\Delta$ is any subdivision of $F$, then

$$
m V(F) \leqslant S_{-}(f, \Delta) \leqslant S^{+}(f, \Delta) \leqslant M V(F) .
$$

(b) If $\Delta^{\prime}$ is a refinement of $\Delta$, then

$$
S_{-}(f, \Delta) \leqslant S_{-}\left(f, \Delta^{\prime}\right) \quad \text { and } \quad S^{+}\left(f, \Delta^{\prime}\right) \leqslant S^{+}(f, \Delta)
$$

(c) If $\Delta_{1}$ and $\Delta_{2}$ are any two subdivisions of $F$, then

$$
S_{-}\left(f, \Delta_{1}\right) \leqslant S^{+}\left(f, \Delta_{2}\right)
$$

Proof
(a) The proof of Part (a) is identical to the proof of Part (a) in Theorem 5.1, the same theorem for functions from $\mathbb{R}^{1}$ into $\mathbb{R}^{1}$.
(b) Let $\Delta^{\prime}=\left\{F_{1}^{\prime}, \ldots, F_{m}^{\prime}\right\}$ be a refinement of $\Delta=\left\{F_{1}, F_{2}, \ldots, F_{n}\right\}$. We denote by $F_{1}^{\prime}, F_{2}^{\prime}, \ldots, F_{k}^{\prime}$ the figures of $\Delta^{\prime}$ contained in $F_{1}$. Then, using the symbols

$$
m_{1}=\inf f \quad \text { in } \quad F_{1} \quad \text { and } \quad m_{1}^{\prime}=\inf f \quad \text { in } \quad F_{i}^{\prime}, \quad i=1,2, \ldots, k
$$

we have immediately $m_{1} \leqslant m_{i}^{\prime}, i=1,2, \ldots, k$, since each $F_{i}^{\prime}$ is a subset of $F_{1}$.

Because $V\left(F_{1}\right)=V\left(F_{1}^{\prime}\right)+\cdots+V\left(F_{k}^{\prime}\right)$, we have

$$
\begin{equation*}
m_{1} V\left(F_{1}\right) \leqslant m_{1}^{\prime}\left(F_{1}^{\prime}\right)+\cdots+m_{k}^{\prime} V\left(F_{k}^{\prime}\right) . \tag{8.2}
\end{equation*}
$$

The same type of inequality as (8.2) holds for $F_{2}, F_{3}, \ldots, F_{n}$. Summing these inequalities, we get $S_{-}(f, \Delta) \leqslant S_{-}\left(f, \Delta^{\prime}\right)$. The proof that $S^{+}\left(f, \Delta^{\prime}\right) \leqslant S^{+}(f, \Delta)$ is similar.
(c) If $\Delta_{1}$ and $\Delta_{2}$ are two subdivisions, let $\Delta^{\prime}$ denote the common refinement. Then, from Parts (a) and (b), it follows that

$$
S_{-}\left(f, \Delta_{1}\right) \leqslant S_{-}\left(f, \Delta^{\prime}\right) \leqslant S^{+}\left(f, \Delta^{\prime}\right) \leqslant S^{+}\left(f, \Delta_{2}\right)
$$

Definitions. Let $F$ be a figure in $\mathbb{R}^{N}$ and suppose that $f: F \rightarrow \mathbb{R}^{1}$ is bounded on $F$. The upper integral of $f$ is defined by

$$
\int_{F} f d V=\text { g.l.b. } S^{+}(f, \Delta)
$$

where the greatest lower bound is taken over all subdivisions $\Delta$ of $F$. The lower integral of $f$ is

$$
\int_{-} f d V=\text { l.u.b. } S_{-}(f, \Delta),
$$

where the least upper bound is taken over all possible subdivisions $\Delta$ if $F$. If

$$
\int_{F} f d V=\int_{F} f d V
$$

then we say that $f$ is Darboux integrable, or just integrable, on $F$ and we designate the common value by

$$
\int_{F} f d V
$$

When we wish to emphasize that the integral is $N$-dimensional, we write

$$
\int_{F} f d V_{N}
$$

The following elementary results for integrals in $\mathbb{R}^{N}$ are the direct analogs of the corresponding theorems given in Chapter 5 for functions from $\mathbb{R}^{1}$ into $\mathbb{R}^{1}$. The proofs are the same except for the necessary alterations from intervals in $\mathbb{R}^{1}$ to figures in $\mathbb{R}^{N}$.

Theorem 8.5. Let $F$ be a figure in $\mathbb{R}^{N}$. Let $f, f_{1}, f_{2}$ be functions from $F$ into $\mathbb{R}^{1}$ which are bounded.
(a) If $m \leqslant f(x) \leqslant M$ for $x \in F$, then

$$
m V(F) \leqslant \int_{F} f d V \leqslant \int_{F} f d V \leqslant M V(F)
$$

(b) If $k$ is a positive number and $g=k f$, then

$$
\underline{\int}_{F} g d V=k \int_{F} f d V \quad \text { and } \quad \int_{F} g d V=k \int_{F} f d V .
$$

If $k$ is negative, then

$$
\underline{\int}_{F} g d V=k \int_{F} f d V \quad \text { and } \quad \int_{F} g d V=k \int_{F} f d V .
$$

(c) The following inequalities hold:

$$
\begin{aligned}
& \underline{\int_{F}}\left(f_{1}+f_{2}\right) d V \geqslant \int_{F} f_{1} d V+\int_{\underline{F}} f_{2} d V \\
& \overline{\int_{F}}\left(f_{1}+f_{2}\right) d V \leqslant \int_{F}^{\overline{\int_{F}}} f_{1} d V+\int_{F} f_{2} d V
\end{aligned}
$$

(d) If $f_{1}(x) \leqslant f_{2}(x)$ for all $x \in F$, then

$$
\int_{F} f_{1}(x) d V \leqslant \int_{F} f_{2}(x) d V, \quad \int_{F} f_{1}(x) d V \leqslant \int_{F} f_{2}(x) d V .
$$

(e) Suppose $G$ is another figure in $\mathbb{R}^{N}$ such that $F$ and $G$ have no common interior points. If $f$ is defined and bounded on $F \cup G$, then

$$
\begin{aligned}
& \int_{F \cup G} f d V=\underline{\int_{F}} f d V+\int_{\underline{G}} f d V \\
& \overline{\int_{F \cup G}} f d V=\bar{\int}_{F} f d V+\bar{\int}_{G} f d V
\end{aligned}
$$

If the functions considered in Theorem 8.5 are Darboux integrable, then Formulas (a)-(e) of that theorem are modified as in the Corollary to Theorem 5.3.

Theorem 8.6. Let $F$ be a figure in $\mathbb{R}^{N}$ and suppose that $f: F \rightarrow \mathbb{R}^{1}$ is bounded.
(a) $f$ is Darboux integrable on $F$ if and only if for each $\varepsilon>0$ there is a subdivision $\Delta$ of $F$ such that

$$
S^{+}(f, \Delta)-S_{-}(f, \Delta)<\varepsilon .
$$

(b) If $f$ is uniformly continuous on $F$, then $f$ is Darboux integrable on $F$.
(c) If $f$ is Darboux integrable on $F$, then $|f|$ is also.
(d) If $f_{1}, f_{2}$ are each Darboux integrable on $F$, then $f_{1} \cdot f_{2}$ is also.
(e) If $f$ is Darboux integrable on $F$ and $H$ is a figure contained in $F$, then $f$ is Darboux integrable on $H$.

The proof of Theorem 8.6 follows the lines of the analogous theorem in $\mathbb{R}^{1}$. For positive functions from an interval $I$ in $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$, the Darboux integral
gives a formula for finding the area under a curve. If $F$ is a figure in $\mathbb{R}^{N}, N \geqslant 2$, and if $f: F \rightarrow \mathbb{R}^{1}$ is a nonnegative function, then the Darboux integral of $f$ gives the $N+1$-dimensional volume "under the hypersurface $f$." Theorem 8.8 below states the precise result. (See also Problems 11 and 12 in Section 5.4.)

The next theorem, which is used in the proof of Theorem 8.8, states that the volume of the direct product $F \times G$ of two figures $F$ and $G$ is the product of the volumes of $F$ and $G$. This fact generalizes the simple formula which states that the volume of a rectangular box in $\mathbb{R}^{N}$ is the product of the lengths of the $N$ one-dimensional edges of the box. Similarly, the volume of a right circular cylinder in $\mathbb{R}^{3}$ is the product of the area of the base (a circular disk in $\mathbb{R}^{2}$ ) and the height of the cylinder (length in $\mathbb{R}^{1}$ of the generator of the cylinder).

Theorem 8.7. Let $F$ be a figure in $\mathbb{R}^{N}$ and $G$ a figure in $\mathbb{R}^{M}$. Form the set $B$ in $\mathbb{R}^{N+M}$ given by $B=\{(x, y): x \in F, y \in G\}$. Then $B$ is a figure and

$$
\begin{equation*}
V_{N+M}(B)=V_{N}(F) \cdot V_{M}(G) \tag{8.3}
\end{equation*}
$$

Sketch of Proof. Divide the space $\mathbb{R}^{N+M}$ into hypercubes of side $2^{-n}$. Then $F$ is divided into hypercubes ( $N$-dimensional) and $G$ is divided into hypercubes ( $M$-dimensional). Each inner hypercube of $B$ is the direct product of an inner hypercube of $F$ and one of $G$. Thus the totality of inner hypercubes of $B$ is the product of the number of inner hypercubes of $F$ with the number of inner hypercubes of $G$. Thus we have

$$
V_{n}^{-}(B)=V_{n}^{-}(F) \cdot V_{n}^{-}(G)
$$

Letting $n \rightarrow \infty$, we find $V^{-}(B)=V^{-}(F) V^{-}(G)$. A similar argument holds for outer volume. Since $F$ and $G$ are figures, the result follows.

Theorem 8.8. Let $F$ be a figure in $\mathbb{R}^{N}$ and suppose that $f: F \rightarrow \mathbb{R}^{1}$ is bounded on $F$. Let $c$ be a constant such that $c<f(x)$ for all $x \in F$. Define the sets in $\mathbb{R}^{N+1}$

$$
\begin{array}{llll}
G_{1}=\{(x, y): x \in F, & \left.y \in \mathbb{R}^{1} \quad \text { and } \quad c \leqslant y<f(x)\right\}, \\
G_{2}=\{(x, y): x \in F, & y \in \mathbb{R}^{1} & \text { and } & c \leqslant y \leqslant f(x)\} .
\end{array}
$$

(a) Then

$$
\begin{aligned}
& \int_{F}[f(x)-c] d V_{N}=V_{N+1}^{-}\left(G_{1}\right) \leqslant V_{N+1}^{-}\left(G_{2}\right), \\
& \int_{F}[f(x)-c] d V_{N}=V_{N+1}^{+}\left(G_{2}\right) \geqslant V_{N+1}^{+}\left(G_{1}\right) .
\end{aligned}
$$

(b) Suppose that $f$ and $g: F \rightarrow R^{1}$ are integrable on $F$ and that $f(x) \leqslant g(x)$ for all $x \in F$. Define the set in $\mathbb{R}^{N+1}$

$$
G=\{(x, y): x \in F \quad \text { and } \quad f(x) \leqslant y \leqslant g(x)\} .
$$



Figure 8.2. A set $G$ in $\mathbb{R}^{N+1}$.

Then $G$ is a figure in $\mathbb{R}^{N+1}$ and

$$
V_{N+1}(G)=\int_{F}[g(x)-f(x)] d V_{N}
$$

Proof. Since $G_{2} \supset G_{1}$, the inequalities in Part (a) are immediate. The remainder of Part (a) follows from the definition of upper and lower Darboux integrals and the definition of inner and outer volume in $\mathbb{R}^{N+1}$.

Theorem 8.7 implies the result in Part (b) since each element of volume in $V_{N+1}(G)$ is the product of an $N$-dimensional hypercube and a one-dimensional length (see Figure 8.2).

## Problems

1. Let $F$ be a figure in $\mathbb{R}^{N}$. Give an example of a function $f: F \rightarrow \mathbb{R}^{N}$ such that $f$ is bounded on $F$ and $\underline{f}_{F} f d V \neq \bar{\int}_{F} f d V$.
2. Let $F$ be a figure in $\mathbb{R}^{N}$ and suppose that $f: F \rightarrow \mathbb{R}^{1}$ is continuous on $F$. Let $\Delta$ be a subdivision of $F$. Suppose that $S_{-}(f, \Delta)=S_{-}\left(f, \Delta^{\prime}\right)$ for every refinement $\Delta^{\prime}$ of $\Delta$. What can be concluded about the function $f$ ?
3. Write a proof of Theorem 8.4, Part (a).
4. Suppose that $F$ is a figure in $\mathbb{R}^{N}$ and that $f: F \rightarrow \mathbb{R}^{1}$ is uniformly continuous on $F$. In $\mathbb{R}^{N+1}$ define the set $A=\{(x, y): x \in F, y=f(x)\}$. Show that $V_{N+1}(A)=0$.
5. Prove the analog of Lemma 5.1 for functions $f$ from $\mathbb{R}^{N}$ into $\mathbb{R}^{1}$.
6. Suppose that $F$ is a figure in $\mathbb{R}^{N}$ and that $f$ is integrable over $F$. Show that

$$
\left|\int_{F} f(x) d V\right| \leqslant \int_{F}|f(x)| d V
$$

7. Prove Theorem 8.5.
8. (a) Define

$$
F=\left\{\left(x_{1}, x_{2}\right): 0 \leqslant x_{1}^{2}+x_{2}^{2} \leqslant 1\right\}, \quad G=\left\{\left(x_{3}, x_{4}\right): 0 \leqslant x_{3} \leqslant 1,0 \leqslant x_{4} \leqslant 1\right\} .
$$

Define in $\mathbb{R}^{4}$ the set $B=F \times G$. Show how Theorem 8.7 can be used to find $V(B)$.
(b) Let $F_{1}$ be the unit ball in $\mathbb{R}^{M}$ and $G_{1}$ the unit hypercube in $\mathbb{R}^{N}$. Find $V_{M+N}(B)$ where $B=F_{1} \times G_{1}$.
9. (a) Let $F$ be a figure in $\mathbb{R}^{N}$ and suppose that $f: F \rightarrow \mathbb{R}^{1}$ is uniformly continuous on $F$. Show that $f$ is Darboux integrable on $F$ (Theorem 8.6, Part (b)).
(b) Prove Theorem 8.6, Part (c).
(c) Prove Theorem 8.6, Part (d).
(d) Prove Theorem 8.6, Part (e).
10. Let $F$ be a figure in $\mathbb{R}^{N}$ with $V(F)>0$ and suppose that $f: F \rightarrow \mathbb{R}^{1}$ is continuous on $F$. Suppose that for every continuous function $g: F \rightarrow \mathbb{R}^{1}$ we have $\int_{F} f g d V=0$. Prove that $f \equiv 0$ on $F$.
11. Write a complete proof of Theorem 8.7.
12. Let $F$ be a figure and suppose that $f: F \rightarrow \mathbb{R}^{1}$ is integrable on $F$ but not nonnegative. Interpret geometrically $\int_{F} f d V$ and $\int_{F}|f| d V$.
13. (a) Write a complete proof of Theorem 8.8(a).
(b) Write a complete proof of Theorem 8.8(b).
14. Use Formula (8.3) of Theorem 8.7 to find the volume in $\mathbb{R}_{5}$ of the figure

$$
F=\left\{\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2} \leqslant 1, x_{4}^{2}+x_{5}^{2} \leqslant 1\right\} .
$$

### 8.3. The Riemann Integral in $\mathbb{R}^{N}$

The method of extending the Riemann integral from $\mathbb{R}^{1}$ to $\mathbb{R}^{N}$ is similar to the extension of the Darboux integral described in Section 8.2.

Definitions. Let $A$ be a set in a metric space $S$ with metric $d$. We define the diameter of $A$ as the $\sup d(x, y)$ where the supremum is taken over all $x, y$ in $A$. The notation $\operatorname{diam} A$ is used for the diameter of $A$.

Suppose that $F$ is a figure in $\mathbb{R}^{N}$ and that $\Delta=\left\{F_{1}, F_{2}, \ldots, F_{n}\right\}$ is a subdivision of $F$. The mesh of $\Delta$, denoted $\|\Delta\|$, is the maximum of the diameters of $F_{1}, F_{2}, \ldots, F_{n}$.

Definition. Let $f$ be a function from $F$, a figure in $\mathbb{R}^{N}$, into $\mathbb{R}^{1}$. Then $f$ is Riemann integrable on $F$ if and only if there is a number $L$ with the following property: for each $\varepsilon>0$ there is a $\delta>0$ such that if $\Delta$ is any subdivision of $F$ with $\|\Delta\|<\delta$, and $x^{i} \in F_{i}, i=1,2, \ldots, n$, then

$$
\left|\sum_{i=1}^{n} f\left(x^{i}\right) V_{N}\left(F_{i}\right)-L\right|<\varepsilon .
$$

This inequality must hold no matter how the $x^{i}$ are chosen in the $F_{i}$. The number $L$ is called the Riemann integral of $f$ over $F$, and we use the symbol

$$
\int_{F} f d V
$$

for this value.
Theorem 8.9. The Riemann integral of a function is unique.
The proof is a simple consequence of the theorem on uniqueness of limits (Theorem 2.1) and is left to the reader.

Definition. A figure $F$ in $\mathbb{R}^{N}$ is regular if and only if for every $\varepsilon>0, F$ possesses a subdivision $\left\{F_{1}, F_{2}, \ldots, F_{n}\right\}$ with mesh $\|\Delta\|<\varepsilon$ and such that $V_{N}\left(F_{i}\right)>0$, $i=1,2, \ldots, n$.

Remarks. We recall that in $\mathbb{R}^{1}$ the Riemann integral of a function $f$ is unaffected if the value of $f$ is changed at a finite number of points. Similarly, in $\mathbb{R}^{N}$ the Riemann integral of a function $f$ may be unaffected if the value of $f$ is changed on certain sets which have $N$-dimensional volume zero. For example, consider the figure $F$ consisting of the disk in $\mathbb{R}^{2}$ with a protruding line segment, as shown in Figure 8.3. The integral of a function $f$ over $F$ is unaffected by a change in the value of $f$ on this protruding line segment. The figure $F$ is not regular since a subdivision with mesh size smaller than the length of the protruding line segment must have at least one $F_{i}$ with zero 2-dimensional area. For regular figures we have the following analog of Theorem 5.10.

Theorem 8.10. Let $F$ be a regular figure in $\mathbb{R}^{N}$ and suppose that $f: F \rightarrow \mathbb{R}^{1}$ is Riemann integrable on $F$. Then $f$ is bounded on $F$.

Proof. Let $L$ be the Riemann integral of $f$ on $F$. From the definition of the integral, there is a $\delta>0$ such that for any subdivision $\left\{F_{1}, F_{2}, \ldots, F_{n}\right\}$ with mesh $\|\Delta\|<\delta$ and for any $x^{i} \in F_{i}$, we have (if we take $\varepsilon=1$ )

$$
\left|\sum_{i=1}^{n} f\left(x^{i}\right) V\left(F_{i}\right)-L\right|<1
$$



Figure 8.3. F includes a protruding line segment.

Therefore,

$$
\begin{equation*}
\left|\sum_{i=1}^{n} f\left(x^{i}\right) V\left(F_{i}\right)\right| \leqslant 1+|L| . \tag{8.4}
\end{equation*}
$$

Suppose that $\left\{F_{1}, F_{2}, \ldots, F_{n}\right\}$ is a particular subdivision in which $V\left(F_{i}\right)>0$ for every $i$. Let $x^{1}$ be a point in $F_{1}$. Then from Inequality (8.4) we obtain

$$
\left|f\left(x^{1}\right)\right| V\left(F_{1}\right) \leqslant 1+|L|+\sum_{i=2}^{n}\left|f\left(x^{i}\right)\right| V\left(F_{i}\right)
$$

or

$$
\begin{equation*}
\left|f\left(x^{1}\right)\right| \leqslant \frac{1}{V\left(F_{1}\right)}\left[1+|L|+\sum_{i=2}^{n}\left|f\left(x^{i}\right)\right| V\left(F_{i}\right)\right] \tag{8.5}
\end{equation*}
$$

Since $x^{1}$ is any point in $F_{1}$, and since $x^{2}, x^{3}, \ldots, x^{n}$ may be kept fixed as $x^{1}$ varies over $F_{1}$, Inequality (8.5) shows that $f$ is bounded on $F_{1}$. Similarly, $f$ is bounded on $F_{2}, F_{3}, \ldots, F_{n}$ and so $f$ is bounded on $F$.

We recall that in $\mathbb{R}^{1}$ the Darboux and Riemann integrals are the same. The next two theorems state that the same result holds for integrals in $\mathbb{R}^{N}$.

Theorem 8.11. Let $F$ be a figure in $\mathbb{R}^{N}$ and suppose that $f: F \rightarrow \mathbb{R}^{1}$ is Riemann integrable on $F$. Then $f$ is Darboux integrable on $F$ and the two integrals are equal.

The proof is similar to the proof of Theorem 5.11 for functions on $\mathbb{R}^{1}$ and is omitted.

The converse of Theorem 8.11 is contained in the following result.
Theorem 8.12. Let $F$ be figure in $\mathbb{R}^{N}$ and suppose that $f: F \rightarrow \mathbb{R}^{1}$ is bounded on $F$. Then
(a) for each $\varepsilon>0$ there is $a \delta>0$ such that

$$
\begin{equation*}
S^{+}(f, \Delta)<\int_{F} f d V+\varepsilon \quad \text { and } \quad S_{-}(f, \Delta)>\int_{F} f d V-\varepsilon \tag{8.6}
\end{equation*}
$$

for every subdivision of mesh $\|\Delta\|<\delta$;
(b) if $f$ is Darboux integrable on $F$, it is Riemann integrable on $F$ and the integrals are equal.

Proof. Observe that (b) is an immediate consequence of (a) since each Riemann sum is between $S_{-}(f, \Delta)$ and $S^{+}(f, \Delta)$. Hence if $\bar{\int}_{F} f d V=\underline{\int}_{F} f d V$, this value is also the value of the Riemann integral.

We shall prove the first inequality in (8.6), the proof of the second being similar.

Since $f$ is bounded, there is a number $M$ such that $|f(x)| \leqslant M$ for all $x \in F$. Let $\varepsilon>0$ be given. According to the definition of upper Darboux integral,


Figure 8.4. Volume of $F_{i}-G_{i}$ is small.
there is a subdivision $\Delta_{0}=\left\{F_{1}, F_{2}, \ldots, F_{m}\right\}$ such that

$$
\begin{equation*}
S^{+}\left(f, \Delta_{0}\right)<\int_{F} f d V+\frac{\varepsilon}{2} \tag{8.7}
\end{equation*}
$$

Define $F_{i}^{(0)}$ to be the set of interior points of $F_{i}$. It may happen that $F_{i}^{(0)}$ is empty for some values of $i$. For each $F_{i}^{(0)}$ which is not empty, we select a closed figure $G_{i}$ contained in $F_{i}^{(0)}$ such that

$$
V\left(F_{i}-G_{i}\right)<\frac{\varepsilon}{4 M m}, \quad i=1,2, \ldots, m .
$$

See Figure 8.4 where such a selection is shown with $m=4$ for a figure in $\mathbb{R}^{2}$. It is not difficult to verify that such closed figures $G_{1}, G_{2}, \ldots, G_{m}$ can always be found. For example, each $G_{i}$ may be chosen as the union of closed hypercubes interior to $F_{i}$ for a sufficiently small grid size.

Since each set $G_{i}$ is closed and is contained in $F_{i}^{(0)}$, there is a positive number $\delta$ such that every ball $B(x, \delta)$ with $x$ in some $G_{i}$ has the property that $B(x, \delta)$ is contained in the corresponding set $F_{i}^{(0)}$. Let $\Delta$ be any subdivision with mesh less than $\delta$. We shall show that the first inequality in (8.6) holds for this subdivision.

We separate the figures of $\Delta$ into two classes: $J_{1}, J_{2}, \ldots, J_{n}$ are those figures of $\Delta$ containing points of some $G_{i} ; K_{1}, K_{2}, \ldots, K_{q}$ are the remaining figures of $\Delta$.

Denote by $\Delta^{\prime}$ the common refinement of $\Delta$ and $\Delta_{0}$. Because of the manner in which we chose $\delta$, each $J_{i}$ is contained entirely in some $F_{k}^{(0)}$. Therefore, $J_{1}$, $J_{2}, \ldots, J_{n}$ are figures in the refinement $\Delta^{\prime}$. The remaining figures of $\Delta^{\prime}$ are composed of the sets $K_{i} \cap F_{j}, i=1,2, \ldots, q ; j=1,2, \ldots, m$. We have the inequality

$$
\sum_{k=1}^{q} V\left(K_{k}\right)<\sum_{i=1}^{m} V\left(F_{i}-G_{i}\right)<m \cdot \frac{\varepsilon}{4 M m}=\frac{\varepsilon}{4 M}
$$

We introduce the notation

$$
M_{i}=\sup _{x \in J_{i}} f(x), \quad M_{i}^{\prime}=\sup _{x \in K_{i}} f(x), \quad M_{i j}=\sup _{x \in K_{i} \cap F_{j}} f(x) .
$$

Using the definitions of $S^{+}(f, \Delta)$ and $S^{+}\left(f, \Delta^{\prime}\right)$, we find

$$
\begin{aligned}
S^{+}(f, \Delta) & =\sum_{i=1}^{n} M_{i} V\left(J_{i}\right)+\sum_{i=1}^{q} M_{i}^{\prime} V\left(K_{i}\right), \\
S^{+}\left(f, \Delta^{\prime}\right) & =\sum_{i=1}^{n} M_{i} V\left(J_{i}\right)+\sum_{i=1}^{q} \sum_{j=1}^{m} M_{i j} V\left(K_{i} \cap F_{j}\right) .
\end{aligned}
$$

Now it is clear that $V\left(K_{i}\right)=\sum_{j=1}^{m} V\left(K_{i} \cap F_{j}\right)$. Therefore, by subtraction, it follows that

$$
\begin{align*}
S^{+}(f, \Delta)-S^{+}\left(f, \Delta^{\prime}\right) & =\sum_{i=1}^{q} \sum_{j=1}^{m}\left(M_{i}^{\prime}-M_{i j}\right) V\left(K_{i} \cap F_{j}\right) \\
& \leqslant 2 M \sum_{i=1}^{q} \sum_{j=1}^{m} V\left(K_{i} \cap F_{j}\right) \\
& \leqslant 2 M \sum_{i=1}^{q} V\left(K_{i}\right)<2 M \cdot \frac{\varepsilon}{4 M}=\frac{\varepsilon}{2} . \tag{8.8}
\end{align*}
$$

According to Part (b) of Theorem 8.4, we have

$$
S^{+}\left(f, \Delta^{\prime}\right) \leqslant S^{+}\left(f, \Delta_{0}\right)
$$

Combining this fact with Inequalities (8.7) and (8.8), we conclude that

$$
S^{+}(f, \Delta)<\int_{F} f d V+\varepsilon
$$

which is the first inequality in Part (a) of the Theorem.
The following result forms the basis for interchanging the order of integration in multiple integrals and for evaluating them.

Theorem 8.13. Let $F$ be a figure in $\mathbb{R}^{M}$ and $G$ a figure in $\mathbb{R}^{N}$. Suppose that $f$ is defined and bounded on the set $F \times G$ which is in $\mathbb{R}^{M+N}$. Then

$$
\begin{aligned}
& \int_{F \times G} f d V_{M+N} \geqslant \int_{F}\left[\int_{G} f d V_{N}\right] d V_{M} ; \\
& \int_{F \times G} f d V_{M+N} \geqslant \int_{G}\left[\int_{F} f d V_{M}\right] d V_{N} ; \\
& \int_{F \times G} f d V_{M+N} \leqslant \int_{F}\left[\int_{\underline{G}} f d V_{N}\right] d V_{M} ; \\
& \int_{F \times G} f d V_{M+N} \leqslant \int_{G}\left[\int_{F} f d V_{M}\right] d V_{N} .
\end{aligned}
$$

Proof. Since the proofs of all the inequalities are similar, we shall prove only the first one. Let $\varepsilon>0$ be given. Then there is a $\delta>0$ such that if $\Delta$ is any
subdivision of $F \times G$ with mesh less than $\delta$, we have

$$
\begin{equation*}
S^{+}(f, \Delta)<\int_{F \times G} f d V_{M+N}+\varepsilon . \tag{8.9}
\end{equation*}
$$

Now let $\left\{F_{1}, F_{2}, \ldots, F_{m}\right\}$ and $\left\{G_{1}, G_{2}, \ldots, G_{n}\right\}$ be subdivisions of $F$ and $G$, respectively, each with mesh size less than $\delta / \sqrt{2}$. Then the subdivision of $F \times G$ consisting of $F_{i} \times G_{j}, i=1,2, \ldots, m ; j=1,2, \ldots, n$, is a subdivision of $F \times G$ with mesh less than $\delta$ (see Theorem 8.7). We define

$$
M_{i j}=\sup f(x, y) \quad \text { for } \quad(x, y) \in F_{i} \times G_{j}
$$

Then, using Theorem 8.7, we find

$$
S^{+}(f, \Delta)=\sum_{i=1}^{m} \sum_{j=1}^{n} M_{i j} V_{M+N}\left(F_{i} \times G_{j}\right)=\sum_{i=1}^{m} \sum_{j=1}^{n} M_{i j} V_{M}\left(F_{i}\right) V_{N}\left(G_{j}\right)
$$

For each $x \in F_{i}$, we have

$$
\sum_{j=1}^{n} M_{i j} V_{N}\left(G_{j}\right) \geqslant \int_{G} f(x, y) d V_{N}
$$

We now define

$$
M_{i}=\sum_{j=1}^{n} M_{i j} V_{N}\left(G_{j}\right)
$$

and we see that

$$
S^{+}(f, \Delta)=\sum_{i=1}^{m} M_{i} V_{M}\left(F_{i}\right) \geqslant \int_{F}\left[\int_{G} f(x, y) d V_{N}\right] d V_{M}
$$

Combining this inequality with (8.9) and observing that $\varepsilon$ is arbitrary, we obtain the desired result.

The customary theorems on the equality of multiple integrals and iterated integrals are a consequence of Theorem 8.13. For example, if a function $f$ is defined in a figure $B$ in $\mathbb{R}^{2}$, we extend the definition of $f$ to a rectangle $R$ in $\mathbb{R}^{2}$ which contains $B$ by setting $f=0$ for $(x, y)$ outside of $B$. Then $f$ is integrable over $B$ if and only if it is integrable over $R$, and the two integrals are equal. Since $R$ is the product of two intervals in $\mathbb{R}^{1}$, we may apply Theorem 8.13. More generally, we have the following result.

Corollary to Theorem 8.13. Suppose that $F$ is a figure in $\mathbb{R}^{M}$ and that $G_{x}$ is a figure in $\mathbb{R}^{N}$ for each $x \in F$. Define $B=\left\{(x, y): x \in F, y \in G_{x}\right.$ for each such $\left.x\right\}$. Let $f: B \rightarrow \mathbb{R}^{1}$ be integrable over $B$ and suppose that $f$ is integrable over $G_{x}$ for each $x \in F$. Then

$$
\phi(x)=\int_{G_{x}} f(x, y) d V_{N}
$$



Figure 8.5. $B=\left\{(x, y): a \leqslant x \leqslant b, y \in G_{x}\right\}$.
is integrable over $F$ and

$$
\int_{B} f(x, y) d V_{M+N}=\int_{F}\left[\int_{G_{x}} f(x, y) d V_{N}\right] d V_{M} .
$$

Remark. Figure 8.5 shows a simple illustration of the corollary for functions on $\mathbb{R}^{2}$. Let $B=\{(x, y): a \leqslant x \leqslant b, g(x) \leqslant y \leqslant h(x)\}$. Then $F=\{x: a \leqslant x \leqslant b\}$ and $G_{x}=\{y: g(x) \leqslant y \leqslant h(x)$ for each $x\}$. The corollary states that

$$
\int_{B} f(x, y) d A=\int_{a}^{b}\left[\int_{g(x)}^{h(x)} f(x, y) d y\right] d x .
$$

## Problems

1. Prove that the Riemann integral of a function in $\mathbb{R}^{N}$ is unique (Theorem 8.9).
2. Show that the union of two regular figures is regular. Give examples to show that the intersection and difference of regular figures may not be regular.
3. Suppose that $F$ is a figure in $\mathbb{R}^{N}$ for $N \geqslant 2$ and that $f: F \rightarrow \mathbb{R}^{1}$ is Riemann integrable on $F$. Show that $f$ may not be bounded on $F$. (Compare with Theorem 8.10.)
4. Let $f$ be a nonnegative unbounded function defined on a figure $F$ in $\mathbb{R}^{N}$ into $\mathbb{R}^{1}$. Define

$$
f_{n}= \begin{cases}f & \text { if }|f| \leqslant n, \\ 0 & \text { if }|f|>n,\end{cases}
$$

and suppose that $f_{n}$ is Riemann integrable for each $n$. Define the Riemann integral for unbounded functions by the formula $\int_{F} f d V=\lim _{n \rightarrow \infty} \int_{F} f_{n} d V$ when the limit exists. Letting $f(x, y)=1 /\left(x^{2}+y^{2}\right)^{\alpha}$ and $F=\left\{(x, y): 0 \leqslant x^{2}+y^{2} \leqslant 1\right\}$ in $\mathbb{R}^{2}$, show that $\int_{F} f(x, y) d V$ exists for $\alpha<1$ and that it does not for $\alpha \geqslant 1$.
5. Let $F$ be a figure in $\mathbb{R}^{N}$. Show that if $f: F \rightarrow \mathbb{R}^{1}$ is Riemann integrable then it is Darboux integrable (Theorem 8.11).
6. Suppose $f$ is defined in the square $S=\{(x, y): 0 \leqslant x \leqslant 1,0 \leqslant y \leqslant 1\}$ by the formula

$$
f(x, y)= \begin{cases}1 & \text { if } x \text { is irrational } \\ 4 y^{3} & \text { if } x \text { is rational. }\end{cases}
$$

(a) Show that $\int_{0}^{1}\left(\int_{0}^{1} f(x, y) d y\right) d x$ exists and has the value 1 .
(b) Show that $\int_{S} f(x, y) d V$ does not exist.
7. Suppose that in the square $S=\{(x, y): 0 \leqslant x \leqslant 1,0 \leqslant y \leqslant 1\}$ we define the set $A$ as the set of points $(x, y)$ such that $x$ and $y$ are rational and that, when they are represented in the form of $x=p_{1} / q_{1}, y=p_{2} / q_{2}$ (lowest terms), then $q_{1}=q_{2}$. Suppose that $f: S \rightarrow \mathbb{R}^{1}$ is given by

$$
f(x, y)= \begin{cases}0 & \text { if }(x, y) \in A \\ 1 & \text { if }(x, y) \in S-A\end{cases}
$$

(a) Show that $\int_{0}^{1}\left(\int_{0}^{1} f(x, y) d y\right) d x$ and $\int_{0}^{1}\left(\int_{0}^{1} f(x, y) d x\right) d y$, both exist and have the value 1 .
(b) Show that $\int_{S} f(x, y) d V$ does not exist.
8. Write a proof of the Corollary to Theorem 8.13.
9. Let $F$ be a regular figure in $\mathbb{R}^{N}$. Suppose $f: F \rightarrow \mathbb{R}^{1}$ and $g: F \rightarrow \mathbb{R}^{1}$ are Riemann integrable on $F$. Show that $f g$ if Riemann integrable on $F$.

## CHAPTER 9

## Infinite Sequences and Infinite Series

### 9.1. Tests for Convergence and Divergence

It is customary to use expressions such as

$$
\begin{equation*}
u_{1}+u_{2}+\cdots+u_{n}+\cdots \text { and } \sum_{n=1}^{\infty} u_{n} \tag{9.1}
\end{equation*}
$$

to represent infinite series. The $u_{i}$ are called the terms of the series, and the quantities

$$
s_{n}=u_{1}+u_{2}+\cdots+u_{n}, \quad n=1,2, \ldots,
$$

are called the partial sums of the series. The symbols in (9.1) not only define an infinite series but also are used as an expression for the sum of the series when it converges. To avoid this ambiguity we define an infinite series in terms of ordered pairs.

Definitions. An infinite series is an ordered pair $\left(\left\{u_{n}\right\},\left\{s_{n}\right\}\right)$ of infinite sequences in which $s_{n}=u_{1}+u_{2}+\cdots+u_{n}$ for each $n$. The $u_{n}$ are called the terms of the series and the $s_{n}$ are called the partial sums. If there is a number $s$ such that $s_{n} \rightarrow s$ as $n \rightarrow \infty$, we say the series is convergent and that the sum of the series is $s$. If the $s_{n}$ do not tend to a limit we say that the series is divergent.

It is clear that an infinite series is uniquely determined by the sequence $\left\{u_{n}\right\}$ of its terms. There is almost never any confusion in using the symbols in (9.1) for an infinite series. While the definition in terms of ordered pairs is satisfactory from the logical point of view, it does require a cumbersome notation. Rather than have unwieldy proofs which may obscure their essential
features, we shall use the standard symbols of $u_{1}+u_{2}+\cdots+u_{n}+\cdots$ and $\sum_{n=1}^{\infty} u_{n}$ to denote infinite series. The context will always show whether the expression represents the series itself or the sum of the terms.

Theorem 9.1. If the series $\sum_{n=1}^{\infty} u_{n}$ converges, then $u_{n} \rightarrow 0$ as $n \rightarrow \infty$.
Proof. For all $n>1$, we have $u_{n}=s_{n}-s_{n-1}$. If $s$ denotes the sum of the series, then $s_{n} \rightarrow s$ and $s_{n-1} \rightarrow s$ as $n \rightarrow \infty$. Hence $u_{n} \rightarrow s-s=0$ as $n \rightarrow \infty$.

Remarks. If the terms $u_{n}$ of an infinite series tend to zero, it does not necessarily follow that the series $\sum_{n=1}^{\infty} u_{n}$ converges. See the Corollary to Theorem 9.5 which illustrates this point.

Let

$$
u_{1}+u_{2}+\cdots+u_{n}+\cdots
$$

be a given series. Then a new series may be obtained by deleting a finite number of terms at the beginning. It is clear that the new series will be convergent if and only if the original series is.

Theorem 9.2. Let $\sum_{n=1}^{\infty} u_{n}, \sum_{n=1}^{\infty} v_{n}$ be given series and let $c \neq 0$ be a constant.
(a) If $\sum_{n=1}^{\infty} u_{n}, \sum_{n=1}^{\infty} v_{n}$ are convergent, then $\sum_{n=1}^{\infty}\left(u_{n}+v_{n}\right), \sum_{n=1}^{\infty}\left(u_{n}-v_{n}\right)$, and $\sum_{n=1}^{\infty} c u_{n}$ are convergent series. Also,

$$
\sum_{n=1}^{\infty}\left(u_{n} \pm v_{n}\right)=\sum_{n=1}^{\infty} u_{n} \pm \sum_{n=1}^{\infty} v_{n}, \quad \sum_{n=1}^{\infty} c u_{n}=c \sum_{n=1}^{\infty} u_{n} .
$$

(b) If $\sum_{n=1}^{\infty} u_{n}$ diverges, then $\sum_{n=1}^{\infty} c u_{n}$ diverges.

Proof. For each positive integer $n$, we have

$$
\sum_{k=1}^{n}\left(u_{k} \pm v_{k}\right)=\sum_{k=1}^{n} u_{k} \pm \sum_{k=1}^{n} v_{k}, \quad \sum_{k=1}^{n}\left(c u_{k}\right)=c \sum_{k=1}^{n} u_{k} .
$$

Then Part (a) follows from the theorems on limits. (See Section 2.5.) To prove Part (b), we have only to observe that if $\sum_{n=1}^{\infty} c u_{n}$ converges, then so does $\sum_{n=1}^{\infty}(1 / c)\left(c u_{n}\right)=\sum_{n=1}^{\infty} u_{n}$.

A series of the form

$$
a+a r+a r^{2}+\cdots+a r^{n}+\cdots
$$

is called a geometric series. The number $r$ is the common ratio.
Theorem 9.3. A geometric series with $a \neq 0$ converges if $|r|<1$ and diverges if $|r| \geqslant 1$. In the convergent case, we have

$$
\sum_{n=1}^{\infty} a r^{n-1}=\frac{a}{1-r} .
$$

Proof. We verify easily that for each positive integer $n$

$$
s_{n}=a+a r+\cdots+a r^{n-1}=\frac{a}{1-r}-\frac{a r^{n}}{1-r}
$$

If $|r|<1$, then $r^{n} \rightarrow 0$ as $n \rightarrow \infty$ (see Section 2.5, Problem 6). Hence $s_{n} \rightarrow a /(1-r)$. If $|r| \geqslant 1$, then $u_{n}$ does not tend to zero. According to Theorem 9.1, the series cannot converge.

Theorem 9.4 (Comparison test). Suppose that $u_{n} \geqslant 0$ for all $n$.
(a) If $u_{n} \leqslant a_{n}$ for all $n$ and $\sum_{n=1}^{\infty} a_{n}$ converges, then $\sum_{n=1}^{\infty} u_{n}$ converges and $\sum_{n=1}^{\infty} u_{n} \leqslant \sum_{n=1}^{\infty} a_{n}$.
(b) Let $a_{n} \geqslant 0$ for all $n$. If $\sum_{n=1}^{\infty} a_{n}$ diverges and $u_{n} \geqslant a_{n}$ for all $n$, then $\sum_{n=1}^{\infty} u_{n}$ diverges.

The proof is left to the reader. (See Problems 11 and 12 at the end of this section.)

Let $f$ be continuous on $[a, \infty)$. We define

$$
\begin{equation*}
\int_{a}^{\infty} f(x) d x=\lim _{b \rightarrow+\infty} \int_{a}^{b} f(x) d x \tag{9.2}
\end{equation*}
$$

when the limit on the right exists. The term improper integral is used when the range of integration is infinite. We say the improper integral converges when the limit in (9.2) exists; otherwise the integral diverges.

Theorem 9.5 (Integral test). Suppose that $f$ is continuous, nonnegative, and nonincreasing on $[1, \infty)$. Suppose that $\sum_{n=1}^{\infty} u_{n}$ is a series with $u_{n}=f(n), n=1,2, \ldots$ Then
(a) $\sum_{n=1}^{\infty} u_{n}$ converges if $\int_{1}^{\infty} f(x) d x$ converges; and
(b) $\sum_{n=1}^{\infty} u_{n}$ diverges if $\int_{1}^{\infty} f(x) d x$ diverges.

Proof. Since $f$ is positive and nonincreasing, we have (see Figure 9.1) for $n \geqslant 2$,

$$
\sum_{j=2}^{n} u_{j} \leqslant \int_{1}^{n} f(x) d x \leqslant \sum_{j=1}^{n-1} u_{j}
$$

We define

$$
F(X)=\int_{1}^{x} f(x) d x
$$

If this integral converges, then $F(X)$ is a nondecreasing function which tends to a limit, and so $F(n)$ is a bounded nondecreasing sequence. Thus denoting $s_{n}=\sum_{j=2}^{n} u_{j}$, we see that $s_{n} \leqslant F(n)$, and $s_{n}$ tends to a limit. Part (a) is now established. If the integral diverges, then $F(X) \rightarrow+\infty$ as $X \rightarrow \infty$. Therefore $F(n) \rightarrow+\infty$. Since $F(n) \leqslant \sum_{j=1}^{n-1} u_{j}$, we conclude that the series diverges.


Figure 9.1. The integral test for convergence.

Corollary to Theorem 9.5. The series

$$
\sum_{n=1}^{\infty} \frac{1}{n^{p}}
$$

known as the $p$-series, converges if $p>1$ and diverges if $p \leqslant 1$.
The proof of the Corollary is an immediate consequence of the integral test with $f(x)=1 / x^{p}$. The details are left to the reader. For $0<p \leqslant 1$, the terms of the $p$-series tend to zero as $n \rightarrow \infty$ although the series diverges. This fact shows that the converse of Theorem 9.1 is false. The hypothesis that $u_{n} \rightarrow 0$ as $n \rightarrow \infty$ does not imply the convergence of $\sum_{n=1}^{\infty} u_{n}$.

Example. Test the series

$$
\sum_{n=1}^{\infty} \frac{1}{(n+2) \log (n+2)}
$$

for convergence or divergence.
Solution. We define $f(x)=1 /(x+2) \log (x+2)$ and observe that $f$ is positive and nonincreasing with $f(n)=1 /(n+2) \log (n+2)$. We have

$$
\begin{aligned}
\int_{1}^{a} \frac{d x}{(x+2) \log (x+2)} & =\int_{3}^{a+2} \frac{d u}{u \log u} \\
& =\int_{3}^{a+2} \frac{d(\log u)}{\log u} \\
& =\log [\log (a+2)]-\log \log 3 .
\end{aligned}
$$

Since $\log [\log (a+2)] \rightarrow+\infty$ as $a \rightarrow+\infty$, the integral diverges. Therefore the series does.

## Problems

In each of Problems 1 through 10 test for convergence or divergence.

1. $\sum_{n=1}^{\infty} \frac{1}{\sqrt{n^{3}}}$
2. $\sum_{n=1}^{\infty} \frac{1}{\sqrt[3]{n^{2}}}$
3. $\sum_{n=1}^{\infty} \frac{1}{n(n+2)}$
4. $\sum_{n=1}^{\infty} \frac{1}{n \cdot 2^{n}}$
5. $\sum_{n=1}^{\infty} \frac{n+1}{n^{3}}$
6. $\sum_{n=1}^{\infty} \frac{1}{2 n+3}$
7. $\sum_{n=1}^{\infty} \frac{2 n+3}{n^{3}}$
8. $\sum_{n=1}^{\infty} \frac{\log n}{n^{3 / 2}}$
9. $\sum_{n=1}^{\infty} \frac{n}{e^{n}}$
10. $\sum_{n=1}^{\infty} \frac{n^{p}}{n!}, p>0$ constant
11. Prove Theorem 9.4(a). [Hint: Use the fact that a bounded, nondecreasing sequence tends to a limit (Axiom of continuity).]
12. Prove Theorem 9.4(b).
13. For what values of $p$ does the series $\sum_{n=1}^{\infty} \log n / n^{p}$ converge?
14. For what values of $p$ does the series $\sum_{n=2}^{\infty}(\log n)^{p} / n$ converge?
15. Prove the Corollary to Theorem 9.5 .
16. Prove the Limit comparison theorem:

Suppose that $a_{n} \geqslant 0, b_{n} \geqslant 0, n=1,2, \ldots$, and that

$$
\lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}}=L>0 .
$$

Then either $\sum_{n=1}^{\infty} a_{n}$ and $\sum_{n=1}^{\infty} b_{n}$ both converge on both diverge. [Hint. For sufficiently large $n$, we have $\frac{1}{2} L<a_{n} / b_{n}<\frac{3}{2} L$. Now use the comparison test (Theorem 9.4) and the fact that the early terms of a series do not affect convergence.]
17. Use the result of Problem 16 to test for convergence:

$$
\sum_{n=1}^{\infty} \frac{2 n^{2}+n+2}{5 n^{3}+3 n} .
$$

Take

$$
a_{n}=\frac{2 n^{2}+n+2}{5 n^{3}+3 n}, \quad b_{n}=\frac{1}{n} .
$$

18. Use the result of Problem 16 to test for convergence:

$$
\sum_{n=1}^{\infty} \frac{1}{\sqrt[3]{n^{2}+5}} .
$$

Take

$$
a_{n}=\frac{1}{\sqrt[3]{n^{2}+5}}, \quad b_{n}=\frac{1}{n^{2 / 3}}
$$

### 9.2. Series of Positive and Negative Terms; Power Series

When all the terms of a series are nonnegative, the Comparison test (Theorem 9.4) is a useful tool for testing the convergence or divergence of an infinite series. (See also the Limit comparison test in Problem 16 at the end of Section 9.1.) We now show that the same test may be used when a series has both positive and negative terms.

Definition. A series $\sum_{n=1}^{\infty} u_{n}$ which is such that $\sum_{n=1}^{\infty}\left|u_{n}\right|$ converges is said to be absolutely convergent. However, if $\sum_{n=1}^{\infty} u_{n}$ converges and $\sum_{n=1}^{\infty}\left|u_{n}\right|$ diverges, then the series $\sum_{n=1}^{\infty} u_{n}$ is said to be conditionally convergent.

The following theorem shows that if a series is absolutely convergent, then the series itself converges.

Theorem 9.6. If $\sum_{n=1}^{\infty}\left|u_{n}\right|$ converges, then $\sum_{n=1}^{\infty} u_{n}$ converges and

$$
\left|\sum_{n=1}^{\infty} u_{n}\right| \leqslant \sum_{n=1}^{\infty}\left|u_{n}\right| .
$$

Proof. For $n=1,2, \ldots$, we define

$$
v_{n}=\frac{\left|u_{n}\right|+u_{n}}{2}, \quad w_{n}=\frac{\left|u_{n}\right|-u_{n}}{2}
$$

Then we have

$$
u_{n}=v_{n}-w_{n}, \quad\left|u_{n}\right|=v_{n}+w_{n},
$$

and

$$
0 \leqslant v_{n} \leqslant\left|u_{n}\right|, \quad 0 \leqslant w_{n} \leqslant\left|u_{n}\right| .
$$

Both $\sum_{n=1}^{\infty} v_{n}$ and $\sum_{n=1}^{\infty} w_{n}$ converge by the Comparison test (Theorem 9.4). Therefore $\sum_{n=1}^{\infty}\left(v_{n}-w_{n}\right)=\sum_{n=1}^{\infty} u_{n}$ converges. Also,

$$
\left|\sum_{n=1}^{\infty} u_{n}\right|=\left|\sum_{n=1}^{\infty}\left(v_{n}-w_{n}\right)\right| \leqslant \sum_{n=1}^{\infty}\left(v_{n}+w_{n}\right)=\sum_{n=1}^{\infty}\left|u_{n}\right| .
$$

Remark. A series may be conditionally convergent and not absolutely convergent. The next theorem shows that $\sum_{n=1}^{\infty}(-1)^{n}(1 / n)$ is convergent. However, the series $\sum_{n=1}^{\infty} 1 / n$, a $p$-series with $p=1$, is divergent; hence $\sum_{n=1}^{\infty}(-1)^{n}(1 / n)$ is a conditionally convergent series.

Theorem 9.7 (Alternating series theorem). Suppose that the numbers $u_{n}, n=1$, $2, \ldots$, satisfy the conditions:
(i) the $u_{n}$ are alternately positive and negative;
(ii) $\left|u_{n+1}\right|<\left|u_{n}\right|$ for every $n$; and
(iii) $\lim _{n \rightarrow \infty} u_{n}=0$.

Then $\sum_{n=1}^{\infty} u_{n}$ is convergent. Furtnermore, if the sum is denoted by $s$, then $s$ lies between the partial sums $s_{n}$ and $s_{n+1}$ for each $n$.

Proof. Assume that $u_{1}$ is positive. If not, consider the series beginning with $u_{2}$, since discarding one term does not affect convergence. With $u_{1}>0$, we have clearly

$$
u_{2 n-1}>0 \text { and } u_{2 n}<0 \text { for all } n .
$$

We now write

$$
s_{2 n}=\left(u_{1}+u_{2}\right)+\left(u_{3}+u_{4}\right)+\cdots+\left(u_{2 n-1}+u_{2 n}\right) .
$$

Since by (ii) above $\left|u_{2 k}\right|<u_{2 k-1}$ for each $k$, each term in parenthesis is positive, and so $s_{2 n}$ increases with $n$. Also,

$$
s_{2 n}=u_{1}+\left(u_{2}+u_{3}\right)+\left(u_{4}+u_{5}\right)+\cdots+\left(u_{2 n-2}+u_{2 n-1}\right)+u_{2 n} .
$$

The terms in parentheses are negative and $u_{2 n}<0$. Therefore $s_{2 n}<u_{1}$ for all $n$. Hence $s_{2 n}$ is a bounded, increasing sequence and therefore convergent to a number, say $s$; also, $s_{2 n} \leqslant s$ for each $n$. By observing that $s_{2 n-1}=s_{2 n}-u_{2 n}$, we have $s_{2 n-1}>s_{2 n}$ for all $n$. In particular $s_{2 n-1}>s_{2}=u_{1}+u_{2}$ and so $s_{2 n-1}$ is bounded from below. Also,

$$
s_{2 n+1}=s_{2 n-1}+\left(u_{2 n}+u_{2 n+1}\right)<s_{2 n-1} .
$$

Therefore $s_{2 n+1}$ is a decreasing sequence which tends to a limit. Since $u_{2 n} \rightarrow 0$ as $n \rightarrow \infty$, we see that $s_{2 n}$ and $s_{2 n+1}$ tend to the same limit $s$. Because $s_{2 n-1}$ is decreasing, it follows that $s_{2 n-1} \geqslant s$ for every $n$. Thus $s \leqslant s_{p}$ for odd $p$ and $s \geqslant s_{p}$ for even $p$.

The next test is one of the most useful for deciding absolute convergence of series.

Theorem 9.8 (Ratio test). Suppose that $u_{n} \neq 0, n=1,2, \ldots$, and that

$$
\lim _{n \rightarrow \infty}\left|\frac{u_{n+1}}{u_{n}}\right|=\rho \quad \text { or } \quad\left|\frac{u_{n+1}}{u_{n}}\right| \rightarrow+\infty \quad \text { as } \quad n \rightarrow \infty .
$$

Then
(i) if $\rho<1$, the series $\sum_{n=1}^{\infty} u_{n}$ converges absolutely;
(ii) if $\rho>1$ or $\left|u_{n+1} / u_{n}\right| \rightarrow+\infty$ as $n \rightarrow \infty$, the series diverges;
(iii) if $\rho=1$, the test gives no information.

## Proof

(i) Suppose that $\rho<1$. Choose any $\rho^{\prime}$ such that $\rho<\rho^{\prime}<1$. Since $\left|u_{n+1} / u_{n}\right|$ converges to $\rho$, there exists an integer $N$ such that $\left|u_{n+1} / u_{n}\right|<\rho^{\prime}$ for all $n \geqslant N$. That is,

$$
\left|u_{n+1}\right|<\rho^{\prime}\left|u_{n}\right| \text { for } n \geqslant N .
$$

By induction, we have

$$
\left|u_{n}\right| \leqslant\left(\rho^{\prime}\right)^{n-N}\left|u_{N}\right| \text { for all } n \geqslant N
$$

The series $\sum_{n=N}^{\infty}\left|u_{n}\right|$ converges by the Comparison test, using the geometric series $\sum_{n=0}^{\infty}\left(\rho^{\prime}\right)^{n}$. The original series converges absolutely since the addition of the finite sum $\sum_{n=1}^{N-1}\left|u_{n}\right|$ does not affect convergence.
(ii) If $\rho>1$ or $\left|u_{n+1} / u_{n}\right| \rightarrow+\infty$, then there is an integer $N$ such that $\left|u_{n+1} / u_{n}\right|>1$ for all $n \geqslant N$. Then $\left|u_{n}\right|>\left|u_{N}\right|$ for all $n \geqslant N$. Hence $u_{n}$ does not approach zero as $n \rightarrow \infty$. By Theorem 9.1 the series cannot converge.
(iii) The $p$-series for all values of $p$ yields the limit $\rho=1$. Since the $p$ series converges for $p>1$ and diverges for $p \leqslant 1$, the Ratio test can yield no information when $p=1$.

Example 1. Test for conditional and absolute convergence:

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n} n}{3^{n}}
$$

Solution. We use the Ratio test. Set $u_{n}=(-1)^{n} n / 3^{n}$. Then

$$
\left|\frac{u_{n+1}}{u_{n}}\right|=\frac{n+1}{3^{n+1}} \cdot \frac{3^{n}}{n}=\frac{1}{3}\left(\frac{n+1}{n}\right)=\frac{1}{3}\left(\frac{1+(1 / n)}{1}\right) .
$$

Therefore

$$
\lim _{n \rightarrow \infty}\left|\frac{u_{n+1}}{u_{n}}\right|=\frac{1}{3}=\rho .
$$

The series converges absolutely.
The next theorem provides a useful test for many series.
Theorem 9.9 (Root test). Let $\sum_{n=1}^{\infty} u_{n}$ be a series with either

$$
\lim _{n \rightarrow \infty}\left(\left|u_{n}\right|\right)^{1 / n}=\rho \quad \text { or } \quad \lim _{n \rightarrow \infty}\left(\left|u_{n}\right|\right)^{1 / n}=+\infty
$$

Then
(i) if $\rho<1$, the series $\sum_{n=1}^{\infty} u_{n}$ converges absolutely;
(ii) if $\rho>1$, or if $\left|u_{n}\right|^{1 / n} \rightarrow+\infty$, the series diverges;
(iii) if $\rho=1$, the test gives no information.

Proof
(i) Suppose $\rho<1$ : choose $\varepsilon>0$ so small that $\rho+\varepsilon<1$ as well. Since $\left|u_{n}\right|^{1 / n} \rightarrow \rho$, it follows that $\left|u_{n}\right|^{1 / n}<\rho+\varepsilon$ for all $n \geqslant N$ if $N$ is sufficiently large. Therefore $\left|u_{n}\right|<(\rho+\varepsilon)^{n}$ for all $n \geqslant N$. We observe that

$$
\sum_{n=1}^{\infty}(\rho+\varepsilon)^{n}
$$

is a convergent geometric series since $\rho+\varepsilon<1$. The Comparison test (Theorem 9.4) shows that $\sum_{n=1}^{\infty}\left|u_{n}\right|$ converges. Hence (i) is established.
(ii) Suppose $\rho>1$ or $\left|u_{n}\right|^{1 / n} \rightarrow+\infty$. Choose $\varepsilon>0$ so small that $(\rho-\varepsilon)>1$. Therefore in Case (ii) $\rho-\varepsilon<\left|u_{n}\right|^{1 / n}$ for all sufficiently large $n$. We conclude that

$$
\lim _{n \rightarrow \infty}\left|u_{n}\right| \neq 0
$$

and hence both $\sum_{n=1}^{\infty}\left|u_{n}\right|$ and $\sum_{n=1}^{\infty} u_{n}$ are divergent series.
Example 2. Test for convergence:

$$
\sum_{n=2}^{\infty} \frac{1}{(\log n)^{n}}
$$

Solution. We have

$$
\left|u_{n}\right|^{1 / n}=\frac{1}{\log n} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

The series converges by the Root test.
A power series is a series of the form

$$
c_{0}+c_{1}(x-a)+c_{2}(x-a)^{2}+\cdots+c_{n}(x-a)^{n}+\cdots
$$

in which $a$ and $c_{i}, i=0,1,2, \ldots$, are constants. If a particular value is given to $x$, then the above expression is an infinite series of numbers which can be examined for convergence or divergence. For those values of $x$ in $\mathbb{R}^{1}$ which yield a convergent power series, a function is defined whose range is the actual sum of the series. Denoting this function by $f$, we write

$$
f: x \rightarrow \sum_{n=0}^{\infty} c_{0}(x-a)^{n}
$$

It will be established later that most of the elementary functions such as the trigonometric, logarithmic, and exponential functions have power series expansions. In fact, power series may be used for the definition of many of the functions studied thus far. For example, the function $\log x$ may be defined by a power series rather than by an integral, as in Section 5.3. If a power series definition is used, the various properties of functions, such as those given in Theorems 5.14 and 5.15 are usually more difficult to establish.

We first state a lemma and then prove two theorems which establish the basic properties of power series.

Lemma 9.1. If the series $\sum_{n=1}^{\infty} u_{n}$ converges, then there is a number $M$ such that $\left|u_{n}\right| \leqslant M$ for all $n$.

The proof is left to the reader. (See Problem 28 at the end of the Section.)

Theorem 9.10. If the series $\sum_{n=0}^{\infty} c_{n}(x-a)^{n}$ converges for $x=x_{1}$ where $x_{1} \neq a$, then the series converges absolutely for all $x$ such that $|x-a|<\left|x_{1}-a\right|$. Furthermore, there is a number $M$ such that

$$
\begin{equation*}
\left|c_{n}(x-a)^{n}\right| \leqslant M\left(\frac{|x-a|}{\left|x_{1}-a\right|}\right)^{n} \quad \text { for } \quad|x-a| \leqslant\left|x_{1}-a\right| \quad \text { and for all } n . \tag{9.3}
\end{equation*}
$$

Proof. By Lemma 9.1 there is a number $M$ such that

$$
\left|c_{n}\left(x_{1}-a\right)^{n}\right| \leqslant M \quad \text { for all } n
$$

Then (9.3) follows since

$$
\left|c_{n}(x-a)^{n}\right|=\left|c_{n}\left(x_{1}-a\right)^{n}\right| \cdot\left|\frac{(x-a)^{n}}{\left(x_{1}-a\right)^{n}}\right| \leqslant M \frac{|x-a|^{n}}{\left|x_{1}-a\right|^{n}} .
$$

We deduce the convergence of the series at $|x-a|$ by comparison with the geometric series, the terms of which are the right side of the inequality in (9.3).

Theorem 9.11. Let $\sum_{n=0}^{\infty} c_{n}(x-a)^{n}$ be a given power series. Then either
(i) the series converges only for $x=a$; or
(ii) the series converges for all values of $x$; or
(iii) there is a number $R$ such that the series converges for $|x-a|<R$ and diverges for $|x-a|>R$.

Proof. There are simple examples of series which show that (i) and (ii) may happen. To prove (iii), suppose there is a number $x_{1} \neq a$ for which the series converges and a number $x_{2} \neq a$ for which it diverges. By Theorem 9.10 we must have $\left|x_{1}-a\right| \leqslant\left|x_{2}-a\right|$, for if $\left|x_{2}-a\right|<\left|x_{1}-a\right|$ the series would converge for $x=x_{2}$. Define the set $S$ of real numbers

$$
S=\{\rho: \text { the series converges for }|x-a|<\rho\}
$$

and denote $R=\sup S$. Now suppose $\left|x^{\prime}-a\right|<R$. Then there is a $\rho \in S$ such that $\left|x^{\prime}-a\right|<\rho<R$. By Theorem 9.10, the series converges for $x=x^{\prime}$. Hence the series converges for all $x$ such that $|x-a|<R$. Now suppose that $\left|x^{\prime \prime}-a\right|=\rho^{\prime}>R$. If the series converges for $x^{\prime \prime}$ then $\rho^{\prime} \in S$ and we contradict the fact that $R=\sup S$. Therefore the series diverges for $|x-a|>R$, completing the proof.

Example 3. Find the values of $x$ for which the series

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n}(x-1)^{n}}{2^{n} n^{2}}
$$

converges.

Solution. We apply the Ratio test:

$$
\left|\frac{u_{n+1}}{u_{n}}\right|=\frac{1}{2}|x-1| \frac{n^{2}}{(n+1)^{2}}
$$

and

$$
\lim _{n \rightarrow \infty}\left|\frac{u_{n+1}}{u_{n}}\right|=\frac{1}{2}|x-1| .
$$

Therefore the series converges for $\frac{1}{2}|x-1|<1$ or for $-1<x<3$. By noting that for $x=-1$ and $x=3$, the series is a $p$-series ${ }^{1}$ with $p=2$, we conclude that the series converges for all $x$ in the interval $-1 \leqslant x \leqslant 3$ and it diverges for all other values of $x$.

## Problems

In each of Problems 1 through 16, test the series for convergence or divergence. If the series is convergent, determine whether it is absolutely or conditionally convergent.

1. $\sum_{n=1}^{\infty} \frac{(-1)^{n-1}(10)^{n}}{n!}$
2. $\sum_{n=1}^{\infty} \frac{(-1)^{n-1} n!}{(10)^{n}}$
3. $\sum_{n=1}^{\infty} \frac{(-1)^{n-1}(n-1)}{n^{2}+1}$
4. $\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n(n-1 / 2)}$
5. $\sum_{n=1}^{\infty} \frac{(-1)^{n}(4 / 3)^{n}}{n^{4}}$
6. $\sum_{n=1}^{\infty} \frac{(-1)^{n-1} n!}{1 \cdot 3 \cdot 5 \cdots(2 n-1)}$
7. $\sum_{n=1}^{\infty} \frac{(-1)^{n}(n+1)}{\sqrt[n]{n}}$
8. $\sum_{n=1}^{\infty} \frac{(-1)^{n} \cdot 2 \cdot 4 \cdot 6 \cdots 2 n}{1 \cdot 4 \cdot 7 \cdots(3 n-2)}$
9. $\sum_{n=1}^{\infty} \frac{(-1)^{n}\left(2 n^{2}-3 n+2\right)}{n^{3}}$
10. $\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{(n+1) \log (n+1)}$
11. $\sum_{n=1}^{\infty} \frac{(-1)^{n+1} \log (n+1)}{n+1}$
12. $\sum_{n=1}^{\infty} \frac{(-1)^{n-1} \log n}{n^{2}}$
13. $\sum_{n=1}^{\infty} \frac{(-2)^{n}}{n^{3}}$
14. $\sum_{n=1}^{\infty} \frac{n!}{e^{n}}$
15. $\sum_{n=1}^{\infty}(-1)^{n} 3^{-n}$
16. $\sum_{n=1}^{\infty}\left(\frac{n}{2 n+1}\right)^{n}$

In each of Problems 17 through 24, find all the values of $x$ for which the given power series converges.
17. $\sum_{n=0}^{\infty}(n+1) x^{n}$
18. $\sum_{n=1}^{\infty} \frac{(x-2)^{n}}{\sqrt[n]{n}}$
${ }^{1}$ Actually, for $x=3$ the absolute values of the terms form a $p$-series.
19. $\sum_{n=0}^{\infty} \frac{(3 / 2)^{n} x^{n}}{n+1}$
20. $\sum_{n=1}^{\infty} \frac{n(x+2)^{n}}{2^{n}}$
21. $\sum_{n=1}^{\infty} \frac{n!(x-3)^{n}}{1 \cdot 3 \cdots(2 n-1)}$
22. $\sum_{n=0}^{\infty} \frac{\left(2 n^{2}+2 n+1\right) x^{n}}{2^{n}(n+1)^{3}}$
23. $\sum_{n=1}^{\infty} \frac{\log (n+1) 2^{n}(x+1)^{n}}{n+1}$
24. $\sum_{n=1}^{\infty} \frac{(-1)^{n-1}(\log n) 2^{n} x^{n}}{3^{n} n^{2}}$
25. If $\sum_{n=1}^{\infty} u_{n}$ is a convergent series of positive terms, show that $\sum_{n=1}^{\infty} u_{n}^{p}$ is convergent for every $p>1$.
26. Find the interval of convergence of the binomial series

$$
1+\sum_{n=1}^{\infty} \frac{m(m-1) \ldots(m-n+1)}{n!} x^{n} \quad m \text { a constant. }
$$

*27. Let $\sum_{n=1}^{\infty} u_{n}$ be a conditionally convergent series with terms satisfying the conditions of Theorem 9.7. Let $A$ be any real number. Show that by rearranging the terms of the series, the sum will be a number in the interval $(A-1, A+1)$.
28. Prove Lemma 9.1. [Hint: Use Theorem 9.1 and the fact that a finite number of terms has (at least) one which is largest in absolute value.]
29. Give examples of Cases (i) and (ii) in Theorem 9.11.

### 9.3. Uniform Convergence of Sequences

Let $\left\{f_{n}\right\}$ be a sequence of functions with each function having a domain containing an interval $I$ of $\mathbb{R}^{1}$ and with range in $\mathbb{R}^{1}$. The convergence of such a sequence may be examined at each value $x$ in $I$. The concept of uniform convergence, one which determines the nature of the convergence of the sequence for all $x$ in $I$, has many applications in analysis. Of special interest is Theorem 9.13 which states that if all the $f_{n}$ are continuous then the limit function must be also.

Definition. We say the sequence $\left\{f_{n}\right\}$ converges uniformly on the interval $I$ to the function $f$ if and only if for each $\varepsilon>0$ there is a number $N$ independent of $x$ such that

$$
\begin{equation*}
\left|f_{n}(x)-f(x)\right|<\varepsilon \text { for all } x \in I \text { and all } n>N \tag{9.4}
\end{equation*}
$$

Uniform convergence differs from ordinary pointwise convergence in that the integer $N$ does not depend on $x$, although naturally it depends on $\varepsilon$.

The geometric meaning of uniform convergence is illustrated in Figure 9.2. Condition (9.4) states that if $\varepsilon$ is any positive number, then for $n>N$ the graph of $y=f_{n}(x)$ lies entirely below the graph of $f(x)+\varepsilon$ and entirely above the graph of $f(x)-\varepsilon$.


Figure 9.2. Illustrating uniform convergence.

It can happen that a sequence $\left\{f_{n}(x)\right\}$ converges to $f(x)$ for each $x$ on an interval $I$ but that the convergence is not uniform. For example, consider the functions

$$
f_{n}: x \rightarrow \frac{2 n x}{1+n^{2} x^{2}}, \quad I=\{x: 0 \leqslant x \leqslant 1\} .
$$

The graphs of $f_{n}$ for $n=1,2,3,4$ are shown in Figure 9.3. If $x \neq 0$, we write

$$
f_{n}(x)=\frac{2 x / n}{x^{2}+\left(1 / n^{2}\right)}
$$



Figure 9.3. Illustrating nonuniform convergence to $f(x) \equiv 0$.
and observe that $f_{n}(x) \rightarrow 0$ for each $x>0$. Moreover, $f_{n}(0)=0$ for all $n$. Hence, setting $f(x) \equiv 0$ on $I$, we conclude that $f_{n}(x) \rightarrow f(x)$ for all $x$ on $I$.

Taking the derivative of $f_{n}$, we find

$$
f_{n}^{\prime}(x)=\frac{2 n\left(1-n^{2} x^{2}\right)}{\left(1+n^{2} x^{2}\right)^{2}}
$$

Therefore $f_{n}$ has a maximum at $x=1 / n$ with $f_{n}(1 / n)=1$. Thus if $\varepsilon<1$, there is no number $N$ such that $\left|f_{n}(x)-f(x)\right|<\varepsilon$ for all $n>N$ and all $x$ on $I$; in particular $\left|f_{n}(1 / n)-f(1 / n)\right|=1$ for all $n$.

The definition of uniform convergence is seldom a practical method for deciding whether or not a specific sequence converges uniformly. The next theorem gives a useful and simple criterion for uniform convergence.

Theorem 9.12. Suppose that $f_{n}, n=1,2,3 \ldots$, and $f$ are continuous on $I=$ $\{x: a \leqslant x \leqslant b\}$. Then the sequence $f_{n}$ converges uniformly to $f$ on I if and only if the maximum value $\varepsilon_{n}$ of $\left|f_{n}(x)-f(x)\right|$ converges to zero as $n \rightarrow \infty$.

## Proof

(a) First, suppose the convergence is uniform. Let $\varepsilon>0$ be given. Then there is an $N$ such that $\left|f_{n}(x)-f(x)\right|<\varepsilon$ for all $n>N$ and all $x$ on $I$. Since $\left|f_{n}(x)-f(x)\right|$ is continuous on $I$, it takes on its maximum value at some point $x_{n}$. Then $\varepsilon_{n}=\left|f_{n}\left(x_{n}\right)-f\left(x_{n}\right)\right|$. Hence $\varepsilon_{n}<\varepsilon$ for all $n>N$. Since there is an $N$ for each $\varepsilon>0$, it follows that $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$.
(b) Suppose that $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$. Then for each $\varepsilon>0$ there is an $N$ such that $\varepsilon_{n}<\varepsilon$ for all $n>N$. But, then, since $\varepsilon_{n}$ is the maximum of $\left|f_{n}(x)-f(x)\right|$, we have $\left|f_{n}(x)-f(x)\right| \leqslant \varepsilon_{n}<\varepsilon$ for all $n>N$ and all $x$ on $I$.

Example. Given the sequence

$$
f_{n}: x \rightarrow \frac{n^{3 / 2} x}{1+n^{2} x^{2}}, \quad n=1,2, \ldots
$$

show that $f_{n}(x) \rightarrow 0$ for each $x$ on $I=\{x: 0 \leqslant x \leqslant 1\}$ and determine whether or not the convergence is uniform.

Solution. Since $f_{n}(0)=0$ for each $n$, we have $f_{n}(0) \rightarrow 0$ as $n \rightarrow \infty$. For $x>0$, we divide numerator and denominator by $n^{2}$ and find

$$
f_{n}(x)=\frac{x / \sqrt{n}}{x^{2}+\left(1 / n^{2}\right)}
$$

and it is evident that $f_{n}(x) \rightarrow 0$ as $n \rightarrow \infty$. Taking the derivative, we obtain

$$
f_{n}^{\prime}(x)=\frac{n^{3 / 2}\left(1-n^{2} x^{2}\right)}{\left(1+n^{2} x^{2}\right)^{2}}
$$

It is clear that $f_{n}^{\prime}(x)=0$ for $x=1 / n$; also $f_{n}(1 / n)=\sqrt{n} / 2$. Therefore $\varepsilon_{n}=$
$f_{n}(1 / n)$ does not converge to 0 as $n \rightarrow \infty$ and hence the convergence of $f_{n}$ is not uniform.

Although Theorem 9.12 is useful it cannot be applied unless the limit function $f$ is known.

The importance of uniform convergence with regard to continuous functions is illustrated in the next theorem.

Theorem 9.13. Suppose that $f_{n}, n=1,2, \ldots$, is a sequence of continuous functions on an interval I and that $\left\{f_{n}\right\}$ converges uniformly to $f$ on $I$. Then $f$ is continuous on I.

Proof. Suppose $\varepsilon>0$ is given. Then there is an $N$ such that

$$
\begin{equation*}
\left|f_{n}(x)-f(x)\right|<\frac{\varepsilon}{3} \text { for all } x \quad \text { on } I \text { and all } n>N \tag{9.5}
\end{equation*}
$$

Let $x_{0}$ be any point in $I$. Since $f_{N+1}$ is continuous on $I$, there is a $\delta>0$ such that

$$
\begin{equation*}
\left|f_{N+1}(x)-f_{N+1}\left(x_{0}\right)\right|<\frac{\varepsilon}{3} \text { for all } x \in I \text { such that }\left|x-x_{0}\right|<\delta \tag{9.6}
\end{equation*}
$$

Also, by means of (9.5) and (9.6) we find

$$
\begin{aligned}
\left|f(x)-f\left(x_{0}\right)\right| \leqslant & \left|f(x)-f_{N+1}(x)\right|+\left|f_{N+1}(x)-f_{N+1}\left(x_{0}\right)\right| \\
& +\left|f_{N+1}\left(x_{0}\right)-f\left(x_{0}\right)\right|<\frac{\varepsilon}{3}+\frac{\varepsilon}{3}+\frac{\varepsilon}{3}=\varepsilon
\end{aligned}
$$

which is valid for all $x$ on $I$ such that $\left|x-x_{0}\right|<\delta$. Thus $f$ is continuous at $x_{0}$, an arbitrary point of $I$.

The next result shows that a uniformly convergent sequence of continuous functions may be integrated term-by-term.

Theorem 9.14 (Integration of uniformly convergent sequences). Suppose that each $f_{n}, n=1,2, \ldots$, is continuous on the bounded interval I and that $\left\{f_{n}\right\}$ converges uniformly to $f$ on $I$. Let $c \in I$ and define

$$
F_{n}(x)=\int_{c}^{x} f_{n}(t) d t .
$$

Then $f$ is continuous on I and $F_{n}$ converges uniformly to the function

$$
F(x)=\int_{c}^{x} f(t) d t
$$

Proof. That $f$ is continuous on $I$ follows from Theorem 9.13. Let $L$ be the length of $I$. For any $\varepsilon>0$ it follows from the uniform convergence of $\left\{f_{n}\right\}$ that
there is an $N$ such that

$$
\left|f_{n}(t)-f(t)\right|<\frac{\varepsilon}{L} \text { for all } n>N \text { and all } t \text { on } I
$$

We conclude that

$$
\begin{aligned}
\left|F_{n}(x)-F(x)\right| & =\left|\int_{c}^{x}\left[f_{n}(t)-f(t)\right] d t\right| \\
& \leqslant\left|\int_{c}^{x}\right| f_{n}(t)-f(t)|d t| \\
& \leqslant \frac{\varepsilon}{L}|x-c| \leqslant \varepsilon
\end{aligned}
$$

for all $n>N$ and all $x \in I$. Hence $\left\{F_{n}\right\}$ converges uniformly on $I$.
The next theorem illustrates when we can draw conclusions about the term-by-term differentiation of convergent sequences.

Theorem 9.15. Suppose that $\left\{f_{n}\right\}$ is a sequence of functions each having one continuous derivative on an open interval I. Suppose that $f_{n}(x)$ converges to $f(x)$ for each $x$ on $I$ and that the sequence $f_{n}^{\prime}$ converges uniformly to $g$ on $I$. Then $g$ is continuous on $I$ and $f^{\prime}(x)=g(x)$ for all $x$ on $I$.

Proof. That $g$ is continuous on $I$ follows from Theorem 9.13. Let $c$ be any point on $I$. For each $n$ and each $x$ on $I$, we have

$$
\int_{c}^{x} f_{n}^{\prime}(t) d t=f_{n}(x)-f_{n}(c)
$$

Since $\left\{f_{n}^{\prime}\right\}$ converges uniformly to $g$ and $f_{n}(x)$ converges to $f(x)$ for each $x$ on $I$, we may apply Theorem 9.14 to get

$$
\begin{equation*}
\int_{c}^{x} g(t) d t=f(x)-f(c) \tag{9.7}
\end{equation*}
$$

The result follows by differentiating (9.7).
Many of the results on uniform convergence of sequences of functions from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$ generalize directly to functions defined on a set $A$ in a metric space $S$ and with range in $\mathbb{R}^{1}$.

Definition. Let $A$ be a set in a metric space $S$ and suppose that $f_{n}: S \rightarrow \mathbb{R}^{1}$, $n=1,2, \ldots$, is a sequence of functions. The sequence $\left\{f_{n}\right\}$ converges uniformly on $A$ to a function $f: A \rightarrow \mathbb{R}^{1}$ if and only if for every $\varepsilon>0$ there is a number $N$ such that

$$
\left|f_{n}(x)-f(x)\right|<\varepsilon \quad \text { for all } \quad x \in A \quad \text { and all } \quad n>N
$$

The next theorem is an extension of Theorem 9.13.

Theorem 9.16. Suppose that each $f_{n}$ is continuous on a set $A$ in a metric space $S$ where $f_{n}: S \rightarrow \mathbb{R}^{1}$. If $\left\{f_{n}\right\}$ converges uniformly to $f$ on $A$, then $f$ is continuous on $A$.

The proof is similar to the proof of Theorem 9.13 and is left to the reader.
Theorem 9.14 has a generalization to functions defined in N -dimensional Euclidean space.

Theorem 9.17. Let $F$ be a closed figure in $\mathbb{R}^{N}$ and suppose that $f_{n}: F \rightarrow \mathbb{R}^{1}$, $n=1,2, \ldots$, is a sequence of continuous functions which converges uniformly to $f$ on the figure $F$. Then $f$ is continuous on $F$ and

$$
\int_{F} f d V_{N}=\lim _{n \rightarrow \infty} \int_{F} f_{n} d V_{N}
$$

The proof is similar to the proof of Theorem 9.14 and is left to the reader.
Let $\left\{f_{n}\right\}$ be a sequence defined on a bounded open set $G$ in $\mathbb{R}^{N}$ with range in $\mathbb{R}^{1}$. Writing $f_{n}\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ for the value of $f_{n}$ at $\left(x_{1}, x_{2}, \ldots, x_{N}\right)$, we recall that

$$
f_{n, k} \text { and } \frac{\partial}{\partial x_{k}} f_{n}\left(x_{1}, x_{2}, \ldots, x_{N}\right)
$$

are symbols for the partial derivative of $f_{n}$ with respect to $x_{k}$.
Theorem 9.18. Let $k$ be an integer such that $1 \leqslant k \leqslant N$. Suppose that for each $n$, the functions $f_{n}: G \rightarrow \mathbb{R}^{1}$ and $f_{n, k}$ are continuous on $G$, a bounded open set in $\mathbb{R}^{N}$. Suppose that $\left\{f_{n}(x)\right\}$ converges to $f(x)$ for each $x \in G$ and that $\left\{f_{n, k}\right\}$ converges uniformly to a function $g$ on $G$. Then $g$ is continuous on $G$ and

$$
f_{, k}(x)=g(x) \quad \text { for all } \quad x \in G
$$

The proof is almost identical to the proof of Theorem 9.15 and is omitted.
If a sequence of continuous functions $\left\{f_{n}\right\}$ converges at every point to a continuous function $f$, it is not necessarily true that

$$
\int f_{n} d V \rightarrow \int f d V \quad \text { as } \quad n \rightarrow \infty
$$

Simple convergence at every point is not sufficient as the following example shows. We form the sequence (for $n=2,3,4, \ldots$ )

$$
f_{n}: x \rightarrow \begin{cases}n^{2} x, & 0 \leqslant x \leqslant \frac{1}{n} \\ -n^{2} x^{2}+2 n, & \frac{1}{n} \leqslant x \leqslant \frac{2}{n} \\ 0, & \frac{2}{n} \leqslant x \leqslant 1\end{cases}
$$



Figure 9.4. $f_{n}$ converges to $f$ but $\int_{0}^{1} f_{n}$ does not converge to $\int_{0}^{1} f$.

It is easy to see (Figure 9.4) that $f_{n}(x) \rightarrow f(x) \equiv 0$ for each $x \in I=$ $\{x: 0 \leqslant x \leqslant 1\}$, but that

$$
1=\int_{0}^{1} f_{n}(x) d x \nrightarrow \int_{0}^{1} f(x) d x=0
$$

Theorems $9.16,9.17$, and 9.18 may be generalized to sequences of functions with domain in a metric space ( $S_{1}, d_{1}$ ) and range in another metric space $\left(S_{2}, d_{2}\right)$. See Problem 19 at the end of this section.

## Problems

In each of Problems 1 through 10 show that the sequence $\left\{f_{n}(x)\right\}$ converges to $f(x)$ for each $x$ on $I$ and determine whether or not the convergence is uniform.

1. $f_{n}: x \rightarrow \frac{2 x}{1+n x}, \quad f(x) \equiv 0, \quad I=\{x: 0 \leqslant x \leqslant 1\}$.
2. $f_{n}: x \rightarrow \frac{\cos n x}{\sqrt{n}}, \quad f(x) \equiv 0, \quad I=\{x: 0 \leqslant x \leqslant 1\}$.
3. $f_{n}: x \rightarrow \frac{n^{3} x}{1+n^{4} x}, \quad f(x) \equiv 0, \quad I=\{x: 0 \leqslant x \leqslant 1\}$.
4. $f_{n}: x \rightarrow \frac{n^{3} x}{1+n^{4} x^{2}}, \quad f(x) \equiv 0, \quad I=\{x: a \leqslant x<\infty, a>0\}$.
5. $f_{n}: x \rightarrow \frac{n x^{2}}{1+n x}, \quad f(x)=x, \quad I=\{x: 0 \leqslant x \leqslant 1\}$.
6. $f_{n}: x \rightarrow \frac{1}{\sqrt{x}}+\frac{1}{n} \cos (1 / n x), \quad f(x)=1 / \sqrt{x}, \quad I=\{x: 0<x \leqslant 2\}$.
7. $f_{n}: x \rightarrow \frac{\sin n x}{2 n x}, \quad f(x) \equiv 0, \quad I=\{x: 0<x<\infty\}$.
8. $f_{n}: x \rightarrow x^{n}(1-x) \sqrt{n}, \quad f(x) \equiv 0, \quad I=\{x: 0 \leqslant x \leqslant 1\}$.
9. $f_{n}: x \rightarrow \frac{1-x^{n}}{1-x}, \quad f(x)=\frac{1}{1-x}, \quad I=\left\{x:-\frac{1}{2} \leqslant x \leqslant \frac{1}{2}\right\}$.
10. $f_{n}: x \rightarrow n x e^{-n x^{2}}, \quad f(x) \equiv 0, \quad I=\{x: 0 \leqslant x \leqslant 1\}$.
11. Show that the sequence $f_{n}: x \rightarrow x^{n}$ converges for each $x \in I=\{x: 0 \leqslant x \leqslant 1\}$ but that the convergence is not uniform.
12. Given that $f_{n}(x)=(n+2)(n+1) x^{n}(1-x)$ and that $f(x) \equiv 0$ for $x$ on $I=$ $\{x: 0 \leqslant x \leqslant 1\}$. Show that $f_{n}(x) \rightarrow f(x)$ as $n \rightarrow \infty$ for each $x \in I$. Determine whether or not $\int_{0}^{1} f_{n}(x) d x \rightarrow \int_{0}^{1} f(x) d x$ as $n \rightarrow \infty$.
13. Prove Theorem 9.16.
14. Prove Theorem 9.17.
15. Prove Theorem 9.18.
16. Give an example of a sequence of functions $\left\{f_{n}\right\}$ defined on the set $A=$ $\{(x, y): 0 \leqslant x \leqslant 1,0 \leqslant y \leqslant 1\}$ such that $f_{n}$ converges to a function $f$ at each point $(x, y) \in A$ but $\int_{A} f_{n}(x, y) d V \nrightarrow \int_{A} f(x, y) d V$.
17. Suppose that $\left\{f_{n}\right\}$ converges uniformly to $f$ and $\left\{g_{n}\right\}$ converges uniformly to $g$ on a set $A$ in a metric space $S$. Show that $\left\{f_{n}+g_{n}\right\}$ converges uniformly to $f+g$.
18. (a) Suppose $\left\{f_{n}\right\}$ and $\left\{g_{n}\right\}$ are bounded sequences each of which converges uniformly on a set $A$ in a metric space $S$ to functions $f$ and $g$, respectively. Show that the sequence $\left\{f_{n} g_{n}\right\}$ converges uniformly to $f g$ on $A$.
(b) Give an example of sequences $\left\{f_{n}\right\}$ and $\left\{g_{n}\right\}$ which converge uniformly but are such that $\left\{f_{n} g_{n}\right\}$ does not converge uniformly.
19. Formulate a definition of uniform convergence of a sequence $\left\{f_{n}\right\}$ of mappings from a set $A$ in a metric space $\left(S_{1}, d_{1}\right)$ into a metric space $\left(S_{2}, d_{2}\right)$. Prove that if $\left\{f_{n}\right\}$ are continuous and converge uniformly to a mapping $f$, then $f$ is continuous.
20. Prove the following generalization of Theorem 9.17. Suppose that $F$ is a figure in $\mathbb{R}^{N}$ and that $f_{n}: F \rightarrow \mathbb{R}^{1}$ is integrable on $F$ for $n=1,2, \ldots$ If $\left\{f_{n}\right\}$ converges uniformly to $f$ on $F$, then $f$ is integrable over $F$ and

$$
\int_{F} f d V_{N}=\lim _{n \rightarrow \infty} \int_{F} f_{n} d V_{N}
$$

[Hint: First prove that $f$ is integrable.]

### 9.4. Uniform Convergence of Series; Power Series

Let $u_{k}(x), k=1,2, \ldots$, be functions defined on a set $A$ in a metric space $S$ with range in $\mathbb{R}^{1}$.

Definition. The infinite series $\sum_{k=1}^{\infty} u_{k}(x)$ has the partial sums $s_{n}(x)=$ $\sum_{k=1}^{n} u_{k}(x)$. The series is said to converge uniformly on a set $A$ to a function $s$ if and only if the sequence of partial sums $\left\{s_{n}\right\}$ converges uniformly to $s$ on the set $A$.

The above definition shows that theorems on uniform convergence of infinite series may be reduced to corresponding results for uniform convergence of sequences.

Theorem 9.19 (Analog of Theorem 9.13). Suppose that $u_{n}, n=1,2, \ldots$, are continuous on a set $A$ in a metric space $S$ and that $\sum_{n=1}^{\infty} u_{n}(x)$ converges uniformly on $A$ to a function $s(x)$. Then $s$ is continuous on $A$.

The next theorem is the analog for series of a generalization of Theorem 9.14. In this connection see Problem 20 of Section 9.3.

Theorem 9.20 (Term-by-term integration of infinite series)
(a) Let $u_{n}(x), n=1,2, \ldots$, be functions whose domain is a bounded interval I in $\mathbb{R}^{1}$ with range in $\mathbb{R}^{1}$. Suppose that each $u_{n}$ is integrable on $I$ and that $\sum_{n=1}^{\infty} u_{n}(x)$ converges uniformly on I to $s(x)$. Then $s$ is integrable on I. If $c$ is in I and $U_{n}, S$ are defined by

$$
U_{n}(x)=\int_{c}^{x} u_{n}(t) d t, \quad S(x)=\int_{c}^{x} s(t) d t
$$

then $\sum_{n=1}^{\infty} U_{n}(x)$ converges uniformly to $S(x)$ on $I$.
(b) (See Theorem 9.17.) Let $u_{n}(x), n=1,2, \ldots$, be defined on a figure $F$ in $\mathbb{R}^{N}$ with range in $\mathbb{R}^{1}$. Suppose that each $u_{n}$ is integrable on $F$ and that $\sum_{n=1}^{\infty} u_{n}(x)$ converges uniformly on $F$ to $s(x)$. Then $s$ is integrable on $F$ and

$$
\sum_{n=1}^{\infty} \int_{F} u_{n} d V_{N}=\int_{F} s d V_{N}
$$

The next result is the analog for series of Theorem 9.18.
Theorem 9.21 (Term-by-term differentiation of infinite series). Let $k$ be an integer with $1 \leqslant k \leqslant N$. Suppose that $u_{n}$ and $u_{n, k}, n=1,2, \ldots$, are continuous functions defined on an open set $G$ in $\mathbb{R}^{N}$ (range in $\mathbb{R}^{1}$ ). Suppose that the series $\sum_{n=1}^{\infty} u_{n}(x)$ converges for each $x \in G$ to $s(x)$ and that the series $\sum_{n=1}^{\infty} u_{n, k}(x)$ converges uniformly on $G$ to $t(x)$. Then

$$
s_{, k}(x)=t(x) \quad \text { for all } x \text { in } G
$$

The proofs of Theorems 9.19, 9.20, and 9.21 are similar to the proofs of the corresponding theorems for infinite sequences.

The following theorem gives a useful indirect test for uniform convergence. It is important to observe that the test can be applied without any knowledge of the sum of the series.

Theorem 9.22 (Weierstrass $M$-test). Let $u_{n}(x), n=1,2, \ldots$, be defined on a set $A$ in a metric space $S$ with range in $\mathbb{R}^{1}$. Suppose that $\left|u_{n}(x)\right| \leqslant M_{n}$ for all $n$ and for all $x \in A$. Suppose that the series of constants $\sum_{n=1}^{\infty} M_{n}$ converges. Then $\sum_{n=1}^{\infty} u_{n}(x)$ and $\sum_{n=1}^{\infty}\left|u_{n}(x)\right|$ converge uniformly on $A$.

Proof. By the Comparison test (Theorem 9.4) we know that $\sum_{n=1}^{\infty}\left|u_{n}(x)\right|$ converges for each $x$. Set

$$
t_{n}(x)=\sum_{k=1}^{n}\left|u_{k}(x)\right| \quad \text { and } \quad t(x)=\sum_{k=1}^{\infty}\left|u_{k}(x)\right| .
$$

From Theorem 9.6 it follows that $\sum_{n=1}^{\infty} u_{n}(x)$ converges. Set

$$
s_{n}(x)=\sum_{k=1}^{n} u_{k}(x), \quad s(x)=\sum_{k=1}^{\infty} u_{k}(x) .
$$

Then

$$
\begin{aligned}
\left|s_{n}(x)-s(x)\right| & =\left|\sum_{k=n+1}^{\infty} u_{k}(x)\right| \\
& \leqslant \sum_{k=n+1}^{\infty}\left|u_{k}(x)\right|=\left|t(x)-t_{n}(x)\right| \\
& \leqslant \sum_{k=n+1}^{\infty} M_{k} .
\end{aligned}
$$

We define $S=\sum_{k=1}^{\infty} M_{k}, S_{n}=\sum_{k=1}^{n} M_{k}$. Then $\sum_{k=n+1}^{\infty} M_{k}=S-S_{n}$; since $S-S_{n} \rightarrow 0$ as $n \rightarrow \infty$ independently of $x$, we conclude that the convergence of $\left\{s_{n}\right\}$ and $\left\{t_{n}\right\}$ are uniform.

The next theorem on the uniform convergence of power series is a direct consequence of the Weierstrass $M$-test.

Theorem 9.23. Suppose that the series $\sum_{n=0}^{\infty} c_{n}(x-a)^{n}$ converges for $x=x_{1}$ with $x_{1} \neq a$. Then the series converges uniformly on $I=\{x: a-h \leqslant x \leqslant a+h\}$ for each $h<\left|x_{1}-a\right|$. Also, there is a number $M$ such that

$$
\begin{equation*}
\left|c_{n}(x-a)^{n}\right| \leqslant M \cdot\left(\frac{h}{\left|x_{1}-a\right|}\right)^{n} \tag{9.8}
\end{equation*}
$$

for

$$
|x-a| \leqslant h<\left|x_{1}-a\right| .
$$

Proof. Inequality (9.8) is a direct consequence of the inequality stated in Theorem 9.10. The series $\sum_{n=0}^{\infty} M\left(h /\left|x_{1}-a\right|\right)^{n}$ is a geometric series of con-
stants which converges. Therefore the uniform convergence of $\sum_{n=0}^{\infty} c_{n}(x-a)^{n}$ follows from the Weierstrass $M$-test.

## Remarks

(i) The number $h$ in Theorem 9.23 must be strictly less than $\left|x_{1}-a\right|$ in order that the series converge uniformly on $I$. To see this consider the series

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n} x^{n}}{n}
$$

which converges for $x=1$ but diverges for $x=-1$. If this series were to converge uniformly for $|x|<1$, then it would converge uniformly for $|x| \leqslant 1$. (The reader may establish this fact.)
(ii) If the series in Theorem 9.23 converges absolutely for $x=x_{1}$, then we may choose $h=\left|x_{1}-a\right|$ and the series converges uniformly on $I=$ $\left\{x:|x-a| \leqslant\left|x_{1}-a\right|\right\}$. To see this we observe that for $|x-a| \leqslant\left|x_{1}-a\right|$, we have

$$
\left|c_{n}(x-a)^{n}\right| \leqslant\left|c_{n}\left(x_{1}-a\right)^{n}\right|
$$

Example 1. Given the series

$$
\begin{equation*}
\sum_{n=0}^{\infty}(n+1) x^{n} \tag{9.9}
\end{equation*}
$$

find all values of $h$ such that the series converges uniformly on $I=\{x:|x| \leqslant h\}$. Solution, For $|x| \leqslant h$, we have $\left|(n+1) x^{n}\right| \leqslant(n+1) h^{n}$. By the Ratio test, the series $\sum_{n=0}^{\infty}(n+1) h^{n}$ converges when $h<1$. Therefore the series (9.9) converges uniformly on $I=\{x:|x| \leqslant h\}$ if $h<1$. The series (9.9) does not converge for $x= \pm 1$, and hence there is uniform convergence if and only if $h<1$.

Example 2. Given series

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{x^{n}}{n^{2}} \tag{9.10}
\end{equation*}
$$

find all values of $h$ such that the series converges uniformly on $I=\{x:|x| \leqslant h\}$.
Solution. For $|x| \leqslant h$, we have $\left|x^{n} / n^{2}\right| \leqslant h^{n} / n^{2}$. The $p$-series $\sum_{n=1}^{\infty} 1 / n^{2}$ converges and, by the Comparison test, the series $\sum_{n=1}^{\infty} h^{n} / n^{2}$ converges if $h \leqslant 1$. By the Ratio test, the series (9.10) diverges if $x>1$. We conclude that the series (9.10) converges uniformly on $I=\{x:|x| \leqslant 1\}$.

Lemma 9.2. Suppose that the series

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} c_{n}(x-a)^{n} \tag{9.11}
\end{equation*}
$$

converges for $|x-a|<R$ with $R>0$. Then $f$ and $f^{\prime}$ are continuous on
$|x-a|<R$ and

$$
\begin{equation*}
f^{\prime}(x)=\sum_{n=1}^{\infty} n c_{n}(x-a)^{n-1} \quad \text { for } \quad|x-a|<R . \tag{9.12}
\end{equation*}
$$

Proof. Choose $x_{1}$ such that $\left|x_{1}-a\right|<R$ and then choose $h$ so that $0<h<\left|x_{1}-a\right|$. By Theorem 9.23, the series (9.11) converges uniformly on $I=\{x:|x-a| \leqslant h\}$, and there is a number $M$ such that

$$
\left|c_{n}(x-a)^{n}\right| \leqslant M\left(\frac{h}{\left|x_{1}-a\right|}\right)^{n} \text { for }|x-a| \leqslant h
$$

According to Theorem 9.19, the function $f$ is continuous on I. Also, we find

$$
\left|n c_{n}(x-a)^{n-1}\right| \leqslant n\left|c_{n}\right| h^{n-1} \leqslant \frac{n M}{h}\left(\frac{h}{\left|x_{1}-a\right|}\right)^{n} \equiv u_{n} .
$$

From the Ratio test, the series $\sum_{n=1}^{\infty} u_{n}$ converges, so that the series (9.12) converges uniformly on $I$. Hence by Theorem 9.19, the function $f^{\prime}$ is continuous on $I$. Since $h$ may be chosen as any positive number less than $R$, we conclude that $f$ and $f^{\prime}$ are continuous for $|x-a|<R$.

With the aid of the above lemma, we obtain the following theorem on term-by-term differentiation and integration of power series.

Theorem 9.24. Let $f$ be given by

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} c_{n}(x-a)^{n} \quad \text { for } \quad|x-a|<R \quad \text { with } \quad R>0 . \tag{9.13}
\end{equation*}
$$

(i) Then $f$ possesses derivatives of all orders. For each positive integer $m$, the derivative $f^{(m)}(x)$ is given for $|x-a|<R$ by the term-by-term differentiation of (9.13) $m$ times.
(ii) If $F$ is defined for $|x-a|<R$ by

$$
F(x)=\int_{a}^{x} f(t) d t
$$

then $F$ is given by the series obtained by term-by-term integration of the series (9.13).
(iii) The constants $c_{n}$ are given by

$$
\begin{equation*}
c_{n}=\frac{f^{(n)}(a)}{n!} \tag{9.14}
\end{equation*}
$$

Proof. The proof of ( $\mathbf{i}$ ) is obtained by induction using Lemma 9.2. We obtain (ii) by application of Theorem 9.20. To establish (iii) differentiate the series (9.13) $n$ times and set $x=a$ in the resulting expression for $f^{(n)}(x)$.

Combining expressions (9.13) and (9.14), we see that any function $f$ defined by a power series with $R>0$ has the form

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} \frac{f^{(n)}(a)}{n!}(x-a)^{n} \tag{9.15}
\end{equation*}
$$

A function that has continuous derivatives of all orders in the neighborhood of some point is said to be infinitely differentiable. It may happen that a function $f$ is infinitely differentiable at some point $a$ but is not representable by a power series such as (9.15). An example of such an $f$ is given by

$$
f: x \rightarrow \begin{cases}e^{-1 / x^{2}} & \text { if } \\ 0 & \text { if } \quad x=0 \\ 0 & x\end{cases}
$$

By differentiation, we find that for $x \neq 0$

$$
\begin{aligned}
& f^{\prime}(x)=2 x^{-3} e^{-1 / x^{2}} \\
& f^{\prime \prime}(x)=x^{-6}\left(4-6 x^{2}\right) e^{-1 / x^{2}} \\
& \vdots \\
& f^{(n)}(x)=x^{-3 n} P_{n}(x) e^{-1 / x^{2}}
\end{aligned}
$$

where $P_{n}$ is a polynomial. By l'Hôpital's rule, it is not hard to verify that $f^{(n)}(x) \rightarrow 0$ as $x \rightarrow 0$ for $n=1,2, \ldots$ Therefore by Theorem 4.15 , we know that $f^{(n)}(0)=0$ for every $n$, and so $f$ has continuous derivatives of all orders in a neighborhood of 0 . The series (9.15) for $f$ is identically zero, but the function $f$ is not, and therefore the power series with $a=0$ does not represent the function.

Definitions. Let $f: I \rightarrow \mathbb{R}^{1}$ be infinitely differentiable at a point $a \in I$ and suppose that the series $(9.15)$ has a positive radius of convergence. Then $f$ is said to be analytic at $a$. A function $f$ is analytic on a domain if and only if it is analytic at each point of its domain.

A function must have properties in addition to infinite differentiability in order to be representable by a power series and therefore analytic. The principal tool for establishing the validity of power series expansions is given by Taylor's theorem with remainder.

Theorem 9.25 (Taylor's theorem with remainder). Suppose that $f$ and its first $n$ derivatives are continuous on an interval containing $I=\{x: a \leqslant x \leqslant b\}$. Suppose that $f^{(n+1)}(x)$ exists for each $x$ between $a$ and $b$. Then there is $a \xi$ with $a<\xi<b$ such that

$$
f(b)=\sum_{j=0}^{n} \frac{f^{(j)}(a)}{j!}(b-a)^{j}+R_{n}
$$

where

$$
\begin{equation*}
R_{n}=\frac{f^{(n+1)}(\xi)(b-a)^{n+1}}{(n+1)!} \tag{9.16}
\end{equation*}
$$

Proof. We define $R_{n}$ by the equation

$$
f(b)=\sum_{j=0}^{n} \frac{f^{(j)}(a)}{j!}(b-a)^{j}+R_{n}
$$

that is,

$$
R_{n} \equiv f(b)-\sum_{j=0}^{n} \frac{f^{(j)}(a)}{j!}(b-a)^{j}
$$

We wish to find the form $R_{n}$ takes. For this purpose define $\phi$ for $x$ on $I$ by the formula

$$
\phi(x)=f(b)-\sum_{j=0}^{n} \frac{f^{(j)}(x)}{j!}(b-x)^{j}-R_{n} \frac{(b-x)^{n+1}}{(b-a)^{n+1}}
$$

Then $\phi$ is continuous on $I$ and $\phi^{\prime}(x)$ exists for each $x$ between $a$ and $b$. A simple calculation shows that $\phi(a)=\phi(b)=0$. By Rolle's theorem there is a number $\xi$ with $a<\xi<b$ such that $\phi^{\prime}(\xi)=0$. We compute

$$
\begin{aligned}
\phi^{\prime}(x)= & -f^{\prime}(x)+\sum_{j=1}^{n} \frac{f^{(j)}(x)}{(j-1)!}(b-x)^{j-1}-\sum_{j=1}^{n} \frac{f^{(j+1)}(x)}{j!}(b-x)^{j} \\
& +(n+1) R_{n} \frac{(b-x)^{n}}{(b-a)^{n+1}}
\end{aligned}
$$

Replacing $j$ by $j-1$ in the second sum above, we find

$$
\begin{aligned}
\phi^{\prime}(x)= & -f^{\prime}(x)+f^{\prime}(x)+\sum_{j=2}^{n} \frac{f^{(j)}(x)}{(j-1)!}(b-x)^{j-1}-\sum_{j=2}^{n} \frac{f^{(j)}(x)}{(j-1)!}(b-x)^{j-1} \\
& -\frac{f^{(n+1)}(x)}{n!}(b-x)^{n}+(n+1) R_{n} \frac{(b-x)^{n}}{(b-a)^{n+1}} \\
= & -\frac{(n+1)(b-x)^{n}}{(b-a)^{n+1}}\left[\frac{f^{(n+1)}(x)(b-a)^{n+1}}{(n+1)!}-R_{n}\right]
\end{aligned}
$$

The formula for $R_{n}$ given in (9.16) is obtained by setting $x=\xi$ in the above expression and using the fact that $\phi^{\prime}(\xi)=0$.

Remark. In the proof of Theorem 9.25 we assumed that $a<b$. However, the argument is unchanged if $b<a$, and hence (9.16) holds for any $a, b$ contained in the interval where the hypotheses of the theorem are valid.

Using Theorem 9.25 we can now establish the validity of the Taylor expansion for many of the functions studied in elementary calculus.

Theorem 9.26. For any values of $a$ and $x$, the expansion

$$
\begin{equation*}
e^{x}=e^{a} \sum_{n=0}^{\infty} \frac{(x-a)^{n}}{n!} \tag{9.17}
\end{equation*}
$$

is valid.
Proof. We apply Taylor's theorem to $f(x)=e^{x}$. We have $f^{(n)}(x)=e^{x}$ for $n=1,2, \ldots$, and, setting $b=x$ in (9.16), we find

$$
e^{x}=e^{a} \sum_{j=0}^{n} \frac{(x-a)^{j}}{j!}+R_{n}(a, x), \quad R_{n}=\frac{e^{\xi}(x-a)^{n+1}}{(n+1)!}
$$

where $\xi$ is between $a$ and $x$. If $x>a$, then $a<\xi<x$ and so $e^{\xi}<e^{x}$; if $x<a$, then $x<\xi<a$ and $e^{\xi}<e^{a}$. Hence

$$
R_{n}(a, x) \leqslant C(a, x) \frac{|x-a|^{n+1}}{(n+1)!} \quad \text { where } \quad C(a, x)= \begin{cases}e^{x} & \text { if } x \geqslant a  \tag{9.18}\\ e^{a} & \text { if } x \leqslant a\end{cases}
$$

Note that $C(a, x)$ is independent of $n$. By the Ratio test, the series in (9.17) converges for all $x$. The form of $R_{n}$ in (9.18) shows that $R_{n} \rightarrow 0$ as $n \rightarrow \infty$. Therefore the series (9.17) converges to $e^{x}$ for each $x$ and $a$.

Lemma 9.3. If $f(x)=\sin x$, then $f^{(k)}(x)=\sin (x+k \pi / 2)$. If $f(x)=\cos x$, then $f^{(k)}(x)=\cos (x+k \pi / 2)$.

These facts are easily proved by induction.

Theorem 9.27. For all $a$ and $x$ the following expansions are valid:

$$
\begin{aligned}
& \sin x=\sum_{n=0}^{\infty} \frac{\sin (a+n \pi / 2)}{n!}(x-a)^{n} \\
& \cos x=\sum_{n=0}^{\infty} \frac{\cos (a+n \pi / 2)}{n!}(x-a)^{n}
\end{aligned}
$$

The proof is left to the reader.
Theorem 9.28. The following expansions are valid for $|x|<1$ :

$$
\begin{aligned}
\log (1+x) & =\sum_{n=1}^{\infty} \frac{(-1)^{n+1} x^{n}}{n} \\
\arctan x & =\sum_{n=1}^{\infty} \frac{(-1)^{n-1} x^{2 n-1}}{2 n-1}
\end{aligned}
$$

The proof is left to the reader.

Theorem 9.29 (Simple substitutions in power series)
(a) If $f(u)=\sum_{n=0}^{\infty} c_{n}(u-b)^{n}$ for $|u-b|<R$ with $R>0$, and if $b=k c+d$ with $k \neq 0$, then

$$
f(k x+d)=\sum_{n=0}^{\infty} c_{n} k^{n}(x-c)^{n} \quad \text { for } \quad|x-c|<\frac{R}{|k|}
$$

(b) If $f(u)=\sum_{n=0}^{\infty} c_{n}(u-b)^{n}$ for $|u-b|<R$, then for every fixed positive integer $k$,

$$
f\left[(x-c)^{k}+b\right]=\sum_{n=0}^{\infty} c_{n}(x-c)^{k n} \text { for }|x-c|<R^{1 / k} .
$$

## Proof

(a) If $u=k x+d$ and $b=k c+d$, then $u-b=k(x-c)$ and $c_{n}(u-b)^{n}=$ $c_{n} k^{n}(x-c)^{n}$. Also, $|u-b|<R$ if and only if $|x-c|<R /|k|$.
(b) To prove Part (b) observe that the appropriate substitution is $u-b=$ $(x-c)^{k}$.

A useful special case of Part (b) in Theorem 9.29 occurs when $b=c=0$. Then we find that

$$
f\left(x^{k}\right)=\sum_{n=0}^{\infty} c_{n} x^{k n}
$$

For example, from (9.17) we see that

$$
e^{x^{2}}=\sum_{n=0}^{\infty} \frac{x^{2 n}}{n!}
$$

valid for all $x$.
In many applications of Taylor's theorem with remainder, it is important to obtain specific bounds on the remainder term. The following theorem which gives the remainder $R_{n}$ in an integral form is often useful in obtaining precise estimates.

Theorem 9.30 (Taylor's theorem with integral form of the remainder). Suppose that $f$ and its derivatives of order up to $n+1$ are continuous on an interval $I$ containing $a$. Then for each $x \in I$,

$$
\begin{equation*}
f(x)=\sum_{j=0}^{n} \frac{f^{(j)}(a)(x-a)^{j}}{j!}+R_{n}(a, x) \tag{9.19}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{n}(a, x)=\int_{a}^{x} \frac{(x-t)^{n}}{n!} f^{(n+1)}(t) d t \tag{9.20}
\end{equation*}
$$

Proof. For each $x \in I$, by integrating a derivative, we have

$$
f(x)=f(a)^{i}+\int_{a}^{x} f^{\prime}(t) d t
$$

We integrate by parts in the above integral by setting

$$
\begin{aligned}
u & =f^{\prime}(t), & v & =-(x-t), \\
d u & =f^{\prime \prime}(t) d t, & d v & =d t .
\end{aligned}
$$

We obtain

$$
\begin{aligned}
f(x) & =f(a)-\left[(x-t) f^{\prime}(t)\right]_{a}^{x}+\int_{a}^{x}(x-t) f^{\prime \prime}(t) d t \\
& =f(a)+f^{\prime}(a)(x-a)+\int_{a}^{x}(x-t) f^{\prime \prime}(t) d t
\end{aligned}
$$

We repeat the integration by parts in the integral above by setting

$$
\begin{aligned}
u & =f^{\prime \prime}(t), & v & =-\frac{(x-t)^{2}}{2} \\
d u & =f^{\prime \prime \prime}(t) d t, & d v & =(x-t) d t
\end{aligned}
$$

The result is

$$
f(x)=f(a)+f^{\prime}(a) \frac{(x-a)}{1!}+f^{\prime \prime}(a) \frac{(x-a)^{2}}{2!}+\int_{a}^{x} f^{\prime \prime \prime}(t) \frac{(x-t)^{2}}{2!} d t .
$$

We repeat the process and apply mathematical induction in the general case to obtain Formulas (9.19) and (9.20).

The "binomial formula" usually stated without proof in elementary courses is a direct corollary to Taylor's theorem.

Theorem 9.31 (Binomial series theorem). For each $m \in \mathbb{R}^{1}$, the following formula holds:

$$
\begin{equation*}
(1+x)^{m}=1+\sum_{n=1}^{\infty} \frac{m(m-1) \ldots(m-n+1)}{n!} x^{n} \quad \text { for } \quad|x|<1 \tag{9.21}
\end{equation*}
$$

Proof. We apply Theorem 9.30 with $a=0$ and $f(x)=(1+x)^{m}$. The result is

$$
(1+x)^{m}=1+\sum_{n=1}^{k} \frac{m(m-1) \ldots(m-n+1)}{n!} x^{n}+R_{k}(0, x)
$$

where

$$
R_{k}(0, x)=\int_{0}^{x} \frac{(x-t)^{k}}{k!} m(m-1) \ldots(m-k)(1+t)^{m-k-1} d t
$$

We wish to show that $R_{k} \rightarrow 0$ as $k \rightarrow \infty$ if $|x|<1$. For this purpose we define

$$
C_{m}(x)= \begin{cases}(1+x)^{m-1} & \text { if } \quad m \geqslant 1, x \geqslant 0, \text { or } m \leqslant 1, x \leqslant 0 \\ 1 & \text { if } m \leqslant 1, x \geqslant 0, \text { or } m \geqslant 1, x \leqslant 0\end{cases}
$$

Then we notice at once that $(1+t)^{m-1} \leqslant C_{m}(x)$ for all $t$ between 0 and $x$. Therefore

$$
\left|R_{k}(0, x)\right| \leqslant C_{m}(x) \frac{|m(m-1) \ldots(m-k)|}{k!} \int_{0}^{x}\left|\frac{x-t}{1+t}\right|^{k} d t
$$

We define

$$
u_{k}(x)=C_{m}(x) \frac{|m(m-1) \ldots(m-k)|}{k!}|x|^{k+1}
$$

and set $t=x s$ in the above integral. Hence

$$
\left|R_{k}(0, x)\right| \leqslant u_{k}(x) \int_{0}^{1} \frac{(1-s)^{k}}{(1+x s)^{k}} d s
$$

This last integral is bounded by 1 for each $x$ such that $-1 \leqslant x \leqslant 1$, and hence $\left|R_{k}(0, x)\right| \leqslant u_{k}(x)$. By the Ratio test it is not difficult to verify that the series $\sum_{n=0}^{\infty} u_{k}(x)$ converges for $|x|<1$. Therefore $u_{k}(x) \rightarrow 0$ as $k \rightarrow \infty$, and so $R_{k}(0, x) \rightarrow 0$ for $|x|<1$ and all $m$.

## Remarks

(i) If $m$ is a positive integer then clearly the series (9.21) is finite, consisting of exactly $m+1$ nonzero terms.
(ii) It is important to use the integral form for $R_{k}$ in Theorem 9.31. If the form of $R_{k}$ given in Theorem 9.25 is used, we find that

$$
R_{k}(0, x)=\frac{m(m-1) \ldots(m-k)}{k!}(1+\xi)^{m-k-1} x^{k}
$$

with $\xi$ between 0 and $x$. If $x$ is between -1 and $-1 / 2$ the best that can be said is

$$
\left|R_{k}(0, x)\right| \leqslant C_{m}(x) \frac{m(m-1) \ldots(m-k)}{k!}\left(\frac{x}{1-|x|}\right)^{k}
$$

The right side does not tend to 0 as $k \rightarrow \infty$.

## Problems

In each of Problems 1 through 10, determine the values of $h$ for which the given series converges uniformly on the interval $I$.

1. $\sum_{n=1}^{\infty} \frac{x^{n}}{n}, \quad I=\{x:|x| \leqslant h\}$.
2. $\sum_{n=1}^{\infty} \frac{x^{n}}{\sqrt[n]{n}}, \quad I=\{x:|x| \leqslant h\}$.
3. $\sum_{n=1}^{\infty} n(x-1)^{n}, \quad I=\{x:|x-1| \leqslant h\}$.
4. $\sum_{n=0}^{\infty} \frac{(5 x)^{n}}{n!}, \quad I=\{x:|x| \leqslant h\}$.
5. $\sum_{n=0}^{\infty} \frac{(-1)^{n} 2^{n} x^{n}}{3^{n}(n+1)}, \quad I=\{x:|x| \leqslant h\}$.
6. $\sum_{n=0}^{\infty} \frac{(n!)^{2}(x-1)^{n}}{(2 n)!}, \quad I=\{x:|x-1| \leqslant h\}$.
7. $\sum_{n=1}^{\infty} \frac{x^{n}}{(n+1) \log (n+1)}, \quad I=\{x:|x| \leqslant h\}$.
8. $\sum_{n=1}^{\infty} \frac{(\log n) 2^{n} x^{n}}{3^{n} n \sqrt{n}}, \quad I=\{x:|x| \leqslant h\}$.
9. $\sum_{n=1}^{\infty} x^{n}(1-x), \quad I=\{x:|x| \leqslant h\}$.
10. $\sum_{n=1}^{\infty} \frac{x^{2}}{\left(1+n x^{2}\right) \sqrt{n}}, \quad I=\{x:|x| \leqslant h\}$.
11. Given that $\sum_{n=1}^{\infty}\left|a_{n}\right|$ converges, show that $\sum_{n=1}^{\infty} a_{n} \cos n x$ converges uniformly for all $x$.
12. Given that $\sum_{n=1}^{\infty} n\left|b_{n}\right|$ converges. Let $f(x)=\sum_{n=1}^{\infty} b_{n} \sin n x$. Show that $f^{\prime}(x)=$ $\sum_{n=1}^{\infty} n b_{n} \cos n x$ and that both series converge uniformly for all $x$.
13. Show that if $\sum_{n=0}^{\infty} c_{n}(x-a)^{n}$ converges uniformly for $|x-a|<h$, then it converges uniformly for $|x-a| \leqslant h$.
14. Prove Theorem 9.19.
15. Prove Theorem 9.20.
16. Prove Theorem 9.21.
17. Let

$$
f(x)=\left\{\begin{array}{lll}
e^{-1 / x^{2}} & \text { if } & x \neq 0 \\
0 & \text { if } & x=0
\end{array}\right.
$$

Verify by l'Hôpital's rule that $f^{(n)}(x) \rightarrow 0$ as $x \rightarrow 0$ for each $n=1,2, \ldots$.
18. Prove Lemma 9.3.
19. Prove Theorem 9.27.
20. Prove Theorem 9.28.
21. Use induction on $n$ to write a complete proof of Theorem 9.30.

In each of Problems 22 through 29 find the Taylor expansion about $a=0$ and prove its validity.
22. $f: x \rightarrow\left(1-x^{2}\right)^{-1 / 2}$.
23. $f: x \rightarrow\left(1+x^{2}\right)^{-1 / 2}$.
24. $f: x \rightarrow(1-x)^{-2}$.
25. $f: x \rightarrow(1-x)^{-3}$.
26. $f: x \rightarrow \arcsin x$.
27. $f: x \rightarrow\left(1-x^{2}\right)^{-3}$.
28. $f: x \rightarrow \arctan \left(x^{2}\right)$.
29. $f: x \rightarrow \arcsin \left(x^{3}\right)$.

In each of Problems 30 through 35, compute $f(x)$ to five decimals of accuracy. Use Taylor's theorem to guarantee the result.
30. $e^{0.2}$.
31. $\sin (0.5)$.
32. $\log (0.9)$.
33. $(0.94)^{\sqrt{3}}$.
34. $(15)^{1 / 4}$.
35. $(63)^{1 / 6}$.

In each of Problems 36 through 38 compute the integral to five decimals of accuracy.
36. $\int_{0}^{1 / 2} \exp \left(x^{2}\right) d x$.
37. $\int_{0}^{1} \frac{1-\cos x}{x} d x$.
38. $\int_{0}^{0.3} \frac{d x}{\sqrt{1+x^{3}}}$.

### 9.5. Unordered Sums ${ }^{2}$

Consider the double sequence

$$
U_{m n}=\cos ^{m}\left(\frac{1}{n}\right), \quad m, n=1,2, \ldots
$$

There is no natural way to obtain the limit of such a sequence as both $m$ and $n$ tend to infinity. It is easy to verify that

$$
\lim _{n \rightarrow \infty}\left[\lim _{m \rightarrow \infty} \cos ^{m}\left(\frac{1}{n}\right)\right]=0 \quad \text { and } \quad \lim _{m \rightarrow \infty}\left[\lim _{n \rightarrow \infty} \cos ^{m}\left(\frac{1}{n}\right)\right]=1 .
$$

It also may happen that other limiting values result if $m$ and $n$ tend to infinity simultaneously and in such a way that they bear a specific relationship to each other. The situation becomes even more complicated for triple sequences, quadruple sequences, and so forth.

Rather than discuss multiple sequences on a case-by-case basis, we shall develop a single comprehensive theory, one which unifies the treatment of convergence questions for all multiple sequences and series.
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Figure 9.5. A set $S$ in $\mathbb{R}^{\mathbf{2}}$.

We consider functions defined from a set $S$ into $\mathbb{R}^{1}$. Usually we shall think of $S$ as a lattice in $\mathbb{R}^{2}, \mathbb{R}^{3}$ or $\mathbb{R}^{N}$ consisting of the points which have integer coordinates. For example, $S$ might be all number pairs ( $m, n$ ) where $m$ and $n$ are positive integers (Figure 9.5); or, $S$ may be all number triples of the form $(l, m, n)$ where $l, m$ and $n$ are nonnegative integers. We shall also consider sets $S$ which consist of a finite number of elements, such as the set (Figure 9.6) $S=\{(m, n): 1 \leqslant m \leqslant 4,2 \leqslant n \leqslant 5, m, n$ integers $\}$. However, $S$ is not restricted to points on a lattice. The statements in this section remain valid for arbitrary sets $S$, countable or uncountable.

Definition. Let $S$ be a finite set and suppose $f: S \rightarrow \mathbb{R}^{1}$ is a given function. We define the sum of the values of $f(p)$ as $p$ ranges over $S$ to be the quantity

$$
\sum_{i=1}^{n} f\left(p_{i}\right)
$$

where $p_{1}, \ldots, p_{n}$ is any arrangement of the elements of $S$. Since the number of


Figure 9.6. A finite set $S$.
terms in the sum is finite, the value of the sum does not depend on the ordering of the elements of $S$. We also denote this sum by

$$
\begin{equation*}
\sum_{p \in S} f(p) . \tag{9.22}
\end{equation*}
$$

In the most common situations the function $f$ is designated by means of subscripts. For example, if $\left\{u_{m n}\right\}, m=1,2,3 ; n=1,2, \ldots, 7$, are real numbers, then $f$ is the function with domain $S=\{(m, n): 1 \leqslant m \leqslant 3,1 \leqslant n \leqslant 7\}$ and with values $u_{m n}$ in $\mathbb{R}^{1}$. We write

$$
\sum_{m=1}^{3} \sum_{n=1}^{7} u_{m n}
$$

instead of the sum (9.22).
Definition. Let $S$ be an infinite set and suppose that $f: S \rightarrow \mathbb{R}^{1}$ is a given function. We say that $f$ has the sum $s$ over $S$ if and only if for every $\varepsilon>0$ there is a finite subset $S^{\prime}$ of $S$ such that

$$
\left|\sum_{p \in S^{\prime \prime}} f(p)-s\right|<\varepsilon
$$

for every finite subset $S^{\prime \prime}$ of $S$ which contains $S^{\prime}$. We also say that $f$ has a sum over $S$, without indicating the value $s$.

## Remarks

(i) The subset $S^{\prime}$ in the definition depends, in general, on the value of $\varepsilon$.
(ii) We shall use the symbol

$$
\begin{equation*}
\sum_{p \in S} f(p) \tag{9.23}
\end{equation*}
$$

to denote the sum over a finite or an infinite set $S$.
(iii) There is a strong inclination to compare the above definition with the definition of convergence of an infinite series: for every $\varepsilon>0$ there is an integer $n$ such that $\left|\sum_{n=1}^{m} a_{n}-s\right|<\varepsilon$ for every integer $m>n$. We might compare the set $1,2, \ldots, n$ to $S^{\prime}$ and the set $1,2, \ldots, m$ to $S^{\prime \prime}$. However, in defining the sum over a set $S$, nothing is said about how the finite set $S^{\prime}$ is chosen; it is not necessarily the first $n$ integers if, say, $S$ is the collection of natural numbers. The definition given for a sum over $S$ allows us to choose a finite set of elements arbitrarily in the collection $S$. For this reason we refer to (9.23) as an unordered sum.

The next theorem shows that the sum over an infinite set can have at most one value $s$.

Theorem 9.32. Let $S$ be an infinite set and suppose that $f: S \rightarrow \mathbb{R}^{1}$ is a given function. Then $f$ can have at most one sum s over $S$.

Proof. Assume that $f$ has two sums $s_{1}, s_{2}$ over $S$ with $s_{1}<s_{2}$. We shall reach a contradiction. We set $\varepsilon=\frac{1}{2}\left(s_{2}-s_{1}\right)$. Then there are finite sets $S_{1}^{\prime}, S_{2}^{\prime}$ such that

$$
\left|\sum_{p \in S^{\prime \prime}} f(p)-s_{1}\right|<\varepsilon \quad \text { and }\left|\sum_{p \in \bar{S}^{\prime \prime}} f(p)-s_{2}\right|<\varepsilon
$$

for all finite sets $S^{\prime \prime}, \bar{S}^{\prime \prime}$ such that $S_{1}^{\prime} \subset S^{\prime \prime}$ and $S_{2}^{\prime} \subset \bar{S}^{\prime \prime}$. Let $S^{*}$ be any finite set which contains $S_{1}^{\prime} \cup S_{2}^{\prime}$. Then

$$
\sum_{p \in S^{*}} f(p)<s_{1}+\varepsilon \quad \text { and } \quad s_{2}-\varepsilon<\sum_{p \in S^{*}} f(p)
$$

for this set $S^{*}$. We conclude that $s_{2}-\varepsilon<s_{1}+\varepsilon$, which, according to the definition of $\varepsilon$, is impossible.

Theorem 9.33. Suppose that $f_{1}$ and $f_{2}$ each has a sum over a set $S$ and that $c_{1}$, $c_{2}$ are real numbers. Then $c_{1} f_{1}+c_{2} f_{2}$ has a sum over $S$, and

$$
\sum_{p \in S}\left(c_{1} f_{1}(p)+c_{2} f_{2}(p)\right)=c_{1} \sum_{p \in S} f_{1}(p)+c_{2} \sum_{p \in S} f_{2}(p)
$$

Proof. Let $\varepsilon>0$ be given. Then there are finite sets $S_{1}^{\prime}, S_{2}^{\prime}$ such that

$$
\left|\sum_{p \in S^{\prime \prime}} f_{i}(p)-\sum_{p \in S} f_{i}(p)\right|<\frac{\varepsilon}{1+\left|c_{1}\right|+\left|c_{2}\right|} \quad \text { for } \quad i=1,2
$$

where $S^{\prime \prime}$ is any finite set containing $S_{1}^{\prime}$ and $S_{2}^{\prime}$. We set $S^{\prime}=S_{1}^{\prime} \cup S_{2}^{\prime}$. Then we have for such $S^{\prime \prime}$ containing $S^{\prime}$

$$
\begin{aligned}
\left|\sum_{p \in S^{\prime \prime}}\left(c_{1} f_{1}+c_{2} f_{2}\right)-\left(c_{1} \sum_{p \in S} f_{1}+c_{2} \sum_{p \in S} f_{2}\right)\right| & \leqslant \sum_{i=1}^{2}\left|c_{i}\right|\left|\sum_{p \in S^{\prime \prime}} f_{i}(p)-\sum_{p \in S} f_{i}(p)\right| \\
& <\frac{\left(\left|c_{1}\right|+\left|c_{2}\right|\right) \varepsilon}{1+\left|c_{1}\right|+\left|c_{2}\right|}<\varepsilon
\end{aligned}
$$

Corollary. Suppose that $f_{1}, f_{2}, \ldots, f_{n}$ each has a sum over $S$ and that $c_{1}, c_{2}, \ldots$, $c_{n} \in \mathbb{R}^{1}$. Then $c_{1} f_{1}+c_{2} f_{2}+\cdots+c_{n} f_{n}$ has a sum and

$$
\sum_{p \in S}\left(c_{1} f_{1}+c_{2} f_{2}+\cdots+c_{n} f_{n}\right)=\sum_{i=1}^{n} c_{i} \sum_{p \in S} f_{i}
$$

We now show that if $f: S \rightarrow \mathbb{R}^{1}$ has a sum over $S$, then the sum of $f$ over every finite subset of $S$ is uniformly bounded.

Theorem 9.34. Suppose that $S$ is infinite and $f: S \rightarrow \mathbb{R}^{1}$ has a sum over $S$. Then there is a number $M$ such that

$$
\left|\sum_{p \in S^{\prime}} f(p)\right| \leqslant M
$$

for every finite set $S^{\prime}$ contained in $S$.
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Proof. Let $s=\sum_{p \in S} f(p)$ and choose $\varepsilon=1$. Then there is a finite set $S^{\prime}$ such that

$$
\begin{equation*}
\left|\sum_{p \in S^{\prime \prime}} f(p)-s\right|<1 \tag{9.24}
\end{equation*}
$$

for every finite set $S^{\prime \prime}$ which contains $S^{\prime}$. From (9.24) we have

$$
\begin{equation*}
\left|\sum_{p \in S^{\prime \prime}} f(p)\right|<1+|s| . \tag{9.25}
\end{equation*}
$$

Now suppose that $\bar{S}$ is any finite subset of $S$. Define $S^{\prime \prime}=\bar{S} \cup S^{\prime}$ and observe that (9.25) is valid for this set $S^{\prime \prime}$. Also,

$$
\bar{S}=\left(\bar{S} \cup S^{\prime}\right)-\left(S^{\prime}-\bar{S}\right)
$$

(see Figure 9.7). We denote $A=\sum_{p \in S^{\prime}}|f(p)|$. Therefore

$$
\sum_{p \in \bar{S}} f(p)=\sum_{p \in S^{\prime \prime}} f(p)-\sum_{p \in S^{\prime}-\bar{s}} f(p)
$$

and

$$
\left|\sum_{p \in \bar{S}} f(p)\right| \leqslant\left|\sum_{p \in S^{\prime \prime}} f(p)\right|+\sum_{p \in S^{\prime}}|f(p)| \leqslant 1+|s|+A .
$$

We choose $M=1+|s|+A$, and since $\bar{S}$ is an arbitrary finite set, the result follows.

Theorem 9.35. Let $f: S \rightarrow \mathbb{R}^{1}$ be given and suppose that $f(p) \geqslant 0$ for all $p \in S$. Then $f$ has a sum over $S$ if and only if $\sum_{p \in S^{\prime}} f(p)$ is uniformly bounded for all finite sets $S^{\prime}$ contained in $S$.

Proof. If $f$ has a sum over $S$, then the uniform boundedness results from Theorem 9.33. Now suppose the finite sums are uniformly bounded. We define

$$
\begin{equation*}
A=\sup _{s^{*}} \sum_{p \in S^{*}} f(p), \tag{9.26}
\end{equation*}
$$

where the supremum is taken over all finite sets $S^{*}$ contained in $S$. Let $\varepsilon>0$ be given. From the definition of supremum, there is a finite set $S^{\prime}$ such that
$\sum_{p \in S^{\prime}} f(p)>A-\varepsilon$. Since $f(p) \geqslant 0$, we then have

$$
\begin{equation*}
A \geqslant \sum_{p \in S^{\prime \prime}} f(p)>A-\varepsilon \tag{9.27}
\end{equation*}
$$

for every finite set $S^{\prime \prime}$ containing $S^{\prime}$. Since $\varepsilon$ is arbitrary the result follows.
From (9.26) and (9.27) in the above proof it is clear that when $f$ has a sum over $S$, it is given by the number

$$
\sum_{p \in S} f(p)=A .
$$

Corollary. Let $f: S \rightarrow \mathbb{R}^{1}, g: S \rightarrow \mathbb{R}^{1}$ be such that $0 \leqslant f(p) \leqslant g(p)$ for all $p \in S$. If $g$ has a sum over $S$, then $f$ does also and

$$
\sum_{p \in S} f(p) \leqslant \sum_{p \in S} g(p)
$$

Example 1. Let $S$ be the set of pairs of all positive integers ( $m, n$ ), $m, n=1,2, \ldots$. We define $f: S \rightarrow \mathbb{R}^{1}$ by $f(m, n)=1 / m^{2} n^{2}$. Show that $f$ has a sum over $S$.

Solution. Let $S^{\prime}$ be any finite subset of $S$ and denote by $m^{\prime}$ and $n^{\prime}$ the largest integers in $S^{\prime}$. Then

$$
\sum_{(m, n) \in S^{\prime}} \frac{1}{m^{2} n^{2}} \leqslant \sum_{m=1}^{m^{\prime}} \sum_{n=1}^{n^{\prime}} \frac{1}{m^{2} n^{2}}
$$

Since the series $\sum_{n=1}^{\infty} 1 / n^{2}$ is convergent (in fact, to the value $\pi^{2} / 6$ ), we find

$$
\sum_{(m, n) \in S^{\prime}} \frac{1}{m^{2} n^{2}} \leqslant \frac{\pi^{4}}{36}=A
$$

for all finite sets $S^{\prime}$. Thus the finite sums are uniformly bounded and, according to Theorem 9.35, $f$ has a sum over $S$.

Example 2. Let $S$ be as in Example 1, and define $f: S \rightarrow \mathbb{R}^{1}$ by $f(m, n)=$ $1 /\left(m^{4}+n^{4}\right)$. Show that $f$ has a sum over $S$.
Solution. We have $2 m^{2} n^{2} \leqslant m^{4}+n^{4}$ or $1 /\left(m^{4}+n^{4}\right) \leqslant 1 /\left(2 m^{2} n^{2}\right)$ for all $m$ and $n$. Set $g(m, n)=1 / 2 m^{2} n^{2}$ and, by Example $1, g$ has a sum over $S$. We now employ the Corollary to Theorem 9.35 to conclude that $f$ has a sum over $S$.

Definitions. Let $f: S \rightarrow \mathbb{R}^{1}$ be given. Define the sets $S^{+}=\{p: p \in S, f(p) \geqslant 0\}$; $S^{-}\{p: p \in S, f(p)<0\}$. Also, denote $f^{+}(p)=\frac{1}{2}[|f(p)|+f(p)]$ and $f^{-}(p)=$ $\frac{1}{2}[|f(p)|-f(p)]$.

From these definitions, it follows at once that

$$
\begin{aligned}
0 & \leqslant f^{+}(p) & \leqslant|f(p)|, & 0 \leqslant f^{-}(p)
\end{aligned} \leqslant|f(p)|, ~ 子 r y .
$$

Also,

$$
\begin{array}{llll}
f^{+}(p)=f(p) & \text { on } S^{+}, & f^{-}(p)=0 & \text { on } S^{+} \\
f^{-}(p)=f(p) & \text { on } S^{-}, & f^{+}(p)=0 & \text { on } S^{-}
\end{array}
$$

In the study of infinite series of positive and negative terms, we saw in Theorem 9.6 that if a series converges absolutely then it converges conditionally. On the other hand, there are series which are conditionally convergent but not absolutely convergent. The series $\sum_{n=1}^{\infty}(-1)^{n} / n$ is such an example. The definition we have chosen for convergence of unordered sums is much stronger than the one selected for ordinary series. In fact, the next theorem shows that a function $f$ has a sum over a set $S$ if and only if the absolute value of $f$ has a sum over $S$. We shall see later in this section that convergence of an unordered sum reduces, in the case of a series such as $\sum_{n=1}^{\infty} a_{n}$, to a type of convergence called unconditional, that is, a series which has the property that every possible rearrangement of the terms of the series yields a convergent series with the same sum. Unconditional convergence and absolute convergence are equivalent for single and multiple series of numbers.

Theorem 9.36. $f$ has a sum over $S$ if and only if $|f|$ has a sum over $S$. When these sums over $S$ exist, then

$$
\begin{equation*}
\left|\sum_{p \in S} f(p)\right| \leqslant \sum_{p \in S}|f(p)| . \tag{9.28}
\end{equation*}
$$

Proof. Suppose $|f|$ has a sum over $S$. Then, by the Corollary to Theorem $9.35, f^{+}$and $f^{-}$have sums over $S$. Using Theorem 9.33, we find

$$
\begin{aligned}
& \sum_{p \in S} f(p)=\sum_{p \in S} f^{+}(p)-\sum_{p \in S} f^{-}(p) \\
& \sum_{p \in S}|f(p)|=\sum_{p \in S} f^{+}(p)-\sum_{p \in S} f^{-}(p),
\end{aligned}
$$

so that (9.28) holds.
Now suppose that $f$ has a sum over $S$. If we suppose that $f^{+}$does not have a sum over $S$ then, according to Theorem 9.34 , for any number $M$ there is a finite subset $S^{\prime}$ such that $\sum_{p \in S^{\prime}} f^{+}(p)>M$. Since $f^{+}(p)=0$ on $S^{-}$, we have

$$
\begin{aligned}
M<\sum_{p \in S^{\prime}} f^{+}(p) & =\sum_{p \in S^{\prime}-s^{-}} f^{+}(p)=\sum_{p \in S^{\prime} \cap S^{+}} f^{+}(p) \\
& =\sum_{p \in S^{\prime} \cap S^{+}} f(p) .
\end{aligned}
$$

Since $M$ is arbitrary, Theorem 9.34 shows that $f$ does not have a sum over $S$. Our supposition is false and we conclude that $f^{+}$must have a sum over $S$. Consequently, $f^{-}=f^{+}-f$ also has a sum over $S$ and, finally, $|f|=f^{+}+f^{-}$ has a sum over $S$.

The proof of the following simple lemma is left to the reader.

Lemma 9.4. Suppose that $f: S \rightarrow \mathbb{R}^{1}$ has a sum over $S$. If $U$ is any set contained in $S$, then $f$ has a sum over $U$.

In problems involving infinite series, it is frequently useful to change the set $S$ over which the sum is calculated. For example the two series

$$
\sum_{n=1}^{\infty} \frac{1}{n^{2}}, \quad \sum_{n=0}^{\infty} \frac{1}{(n+1)^{2}}
$$

clearly have the same sum. The first sum is over the set $\{1,2, \ldots\}$ and the second is over the set $\{0,1,2, \ldots\}$. When such a change from one series to another is made, the quantity being summed must be changed accordingly. In the above case the term $1 / n^{2}$ is transformed to $1 /(n+1)^{2}$. The next theorem shows that such changes are justified under quite general circumstances.

Theorem 9.37. Let $S_{0}$ and $S_{1}$ be sets and $T: S_{0} \rightarrow S_{1}$ a one-to-one mapping of $S_{0}$ onto $S_{1}$. Suppose that $f$ has a sum over $S_{0}$ and that $g: S_{1} \rightarrow \mathbb{R}^{1}$ is defined for each $q \in S_{1}$ by the formula $g(q)=f(p)$ with $T(p)=q$. Then $g$ has a sum over $S_{1}$ and

$$
\sum_{q \in S_{1}} g(q)=\sum_{p \in S_{0}} f(p) .
$$

Proof. Let the sum of $f$ over $S_{0}$ be denoted by $s$. Then for every $\varepsilon>0$ there is a finite set $S_{0}^{\prime} \subset S_{0}$ such that

$$
\left|\sum_{p \in S_{0}^{\prime \prime}} f(p)-s\right|<\varepsilon
$$

for every finite set $S_{0}^{\prime \prime}$ containing $S_{0}^{\prime}$. We denote $S_{1}^{\prime}=T\left(S_{0}^{\prime}\right), S_{1}^{\prime \prime}=T\left(S_{0}^{\prime \prime}\right)$. Then by the definition of $g$, we have

$$
\left|\sum_{q \in S_{1}^{\prime \prime}} g(q)-s\right|<\varepsilon
$$

for every finite set $S_{1}^{\prime \prime}$ containing $S_{1}^{\prime}$. Hence $\sum_{q \in S_{1}} g(q)=s$.
We recall that the symbol $\mathbb{N}$ is used to denote the set of all positive integers. We also use the symbol $\mathbb{N}_{0}$ to designate the set of all nonnegative integers, i.e. $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$.

Theorem 9.38. Let $f: \mathbb{N} \rightarrow \mathbb{R}^{1}$ be given. For each $n \in \mathbb{N}$, we let $a_{n}=f(n)$. Then $f$ has a sum over $\mathbb{N}$ if and only if $\sum_{n=1}^{\infty} a_{n}$ converges absolutely. Also, the sums are equal:

$$
\sum_{n \in \mathbb{N}} a_{n}=\sum_{n=1}^{\infty} a_{n}
$$

Proof. Suppose that $f$ has a sum over $\mathbb{N}$. Then $|f|, f^{+}$, and $f^{-}$also have sums over $\mathbb{N}$. Let $s^{+}=\sum_{n \in \mathbb{N}} a_{n}^{+}$where $a_{n}^{+}=\frac{1}{2}\left(\left|a_{n}\right|+a_{n}\right)$, and suppose that $\varepsilon>0$ is given. Then there is a finite set $N^{\prime}$ such that

$$
s^{+}-\varepsilon<\sum_{n \in N^{\prime}} a_{n}^{+} \leqslant s^{+}
$$

We let $n^{\prime}$ be the largest number in $N^{\prime}$. Then

$$
s^{+}-\varepsilon<\sum_{n=1}^{n^{\prime \prime}} a_{n}^{+} \leqslant s^{+}
$$

for all $n^{\prime \prime} \geqslant n^{\prime}$. Thus $\sum_{n=1}^{\infty} a_{n}^{+}$converges. Similarly $\sum_{n=1}^{\infty} a_{n}^{-}$converges where $a_{n}^{-}=\frac{1}{2}\left(\left|a_{n}\right|-a_{n}\right)$. We conclude that $\sum_{n=1}^{\infty}\left|a_{n}\right|=\sum_{n=1}^{\infty}\left(a_{n}^{+}+a_{n}^{-}\right)$converges.

Now suppose that $\sum_{n=1}^{\infty}\left|a_{n}\right|$ converges to $s$. Let $N^{\prime}$ be any finite subset of $\mathbb{N}$ with largest number $n^{\prime}$. Then

$$
\sum_{n \in N^{\prime}}\left|a_{n}\right| \leqslant \sum_{n=1}^{n^{\prime}}\left|a_{n}\right| \leqslant s
$$

Hence $|f|$ has a sum over $\mathbb{N}$, and by Theorem 9.36 , so does $f$.
Corollary. Suppose that the sequence $\sum_{n=1}^{\infty} a_{n}$ is absolutely convergent. Let $\left\{k_{n}\right\}$ be any sequence of positive integers. Then $\sum_{n=1}^{\infty} a_{k_{n}}$ is convergent. If the set $\left\{k_{n}\right\}$ consists of all of $\mathbb{N}$, then

$$
\sum_{n=1}^{\infty} a_{k_{n}}=\sum_{n=1}^{\infty} a_{n} .
$$

If an infinite series has the property that every reordering of the terms yields a convergent series, then we say that the series is unconditionally convergent. The above Corollary shows that for the set $\mathbb{N}$, unconditional convergence and absolute convergence are equivalent. On the other hand, if a series is only conditionally convergent, then a reordering of the terms may yield a divergent series, as the following example shows.

Example 3. Let $f: \mathbb{N} \rightarrow \mathbb{R}^{1}$ be given by $f(n)=(-1)^{n} / n$. Show that $f$ does not have a sum over $\mathbb{N}$.

Solution. This fact is a direct result of Theorem 9.38 since the series $\sum_{n=1}^{\infty}(-1)^{n} / n$ is not absolutely convergent. We know that the two series

$$
\sum_{n=1}^{\infty} \frac{1}{2 n} \quad \text { and } \quad \sum_{n=1}^{\infty} \frac{-1}{2 n-1}
$$

being harmonic series, are divergent. Let $r$ be any real number. Then by selecting terms first from the series with even-numbered denominators, then from the series with odd-numbered denominators, then from the evennumbered ones, and so forth, it is possible to obtain a rearrangement of $f$ so that the sum of the rearranged series is $r$. The details of this process are left to the reader. See Problem 11 at the end of this section and the hint given there.

## Problems

1. Let $S$ be the set of all integers, positive, negative and zero. We define $f: S \rightarrow \mathbb{R}^{1}$ so that $f(n)=n / 2^{|n|}$. Show that $f$ has a sum over $S$.
2. Let $S$ be defined as in Problem 1. Suppose that $g: S \rightarrow \mathbb{R}^{1}$ is given by $g(n)=\sqrt{|n|} / e^{n}$. Does $g$ have a sum over $S$ ?
3. Let $S=\{x: x$ is rational, $0<x<1\}$. Let $f: S \rightarrow \mathbb{R}^{1}$ be given by the formula

$$
f\left(\frac{p}{q}\right)=\frac{1}{q}
$$

where $p, q$ are integers reduced to lowest terms of the rational number $r=p / q$. Does $f$ have a sum over $S$ ?
4. Let $S=\{(m, n): m, n$ integers, $0<m<\infty, 0<n<\infty\}$. Define $f: S \rightarrow \mathbb{R}^{1}$ so that $f(m, n)=1 / m^{3 / 2} n^{5 / 2}$. Show that $f$ has a sum over $S$.
5. Let $S$ be defined as in Problem 4. If $g: S \rightarrow \mathbb{R}^{1}$ is given by $g(m, n)=1 / m n^{3}$, does $g$ have a sum over $S$ ?
6. Let $S=\{(l, m, n): l, m, n$ integers, $0<l<\infty, 0<m<\infty, 0<n<\infty\}$. Define $f: S \rightarrow \mathbb{R}^{1}$ by the formula $f(l, m, n)=1 /\left(l^{8}+2 m^{8}+n^{8}\right)$. Show that $f$ has a sum over $S$.
7. Let $S=\{(m, n): m, n$ integers, $0<m<\infty, 0<n<\infty, m \neq n\}$. Define $f: S \rightarrow \mathbb{R}^{1}$ by the formula $f(m, n)=1 /\left(m^{2}-n^{2}\right)$. Show that $f$ does not have a sum over $S$.
8. Prove Lemma 9.4.
9. Let $S_{0}$ and $S_{1}$ be sets and $T: S_{0} \rightarrow S_{1}$ a mapping of $S_{0}$ onto $S_{1}$. Let $f: S_{0} \rightarrow \mathbb{R}^{1}$ have a sum over $S_{0}$. For each $q \in S_{1}$, choose a single element $p$ of the set $\left\{T^{-1}(q)\right\}$ and define the function $g: S_{1} \rightarrow \mathbb{R}^{1}$ by the formula $g(q)=f(p)$. Show that $g$ has a sum over $S_{1}$.
10. Write out a complete proof of the Corollary to Theorem 9.38.
11. Suppose that $\sum_{n=1}^{\infty} a_{n}$ is conditionally convergent. Let $r$ be any real number. Show that there is a rearrangement $\sum_{n=1}^{\infty} b_{n}$ of the infinite series $\sum_{n=1}^{\infty} a_{n}$ such that $\sum_{n=1}^{\infty} b_{n}=r$. [Hint: Divide the terms of the series $\sum_{n=1}^{\infty} a_{n}$ into terms $a_{n}^{\prime}$ and $a_{n}^{\prime \prime}$ in which $a_{n}^{\prime} \geqslant 0$ and $a_{n}^{\prime \prime}<0$. Then each of the series $\sum_{n=1}^{\infty} a_{n}^{\prime}$ and $\sum_{n=1}^{\infty} a_{n}^{\prime \prime}$ must diverge. (Otherwise the original series would be absolutely convergent). Assume that the terms are rearranged so that $a_{n+1}^{\prime} \leqslant a_{n}^{\prime}$ and $-a_{n+1}^{\prime \prime} \leqslant-a_{n}^{\prime \prime}$ for each $n$. Clearly $a_{n}^{\prime} \rightarrow 0$ and $a_{n}^{\prime \prime} \rightarrow 0$ as $n \rightarrow \infty$ as otherwise the original series would be divergent. Now choose enough terms of the first sequence so that $r$ is just exceeded. Then choose enough terms of the second series so that the total sum falls just below $r$. Then choose terms of the first series to exceed $r$ and continue. Show that this process must yield a sequence converging to $r$.]

### 9.6. The Comparison Test for Unordered Sums; Uniform Convergence

We learned in the study of the convergence of series that the comparison test is one of the most useful for deciding both convergence and divergence. The following analog for unordered sums is a useful test in many situations.

Theorem 9.39 (Comparison test). Let $f: S \rightarrow \mathbb{R}^{1}$ and $F: S \rightarrow \mathbb{R}^{1}$ be given.
(i) If $F$ has a sum over $S$ and $|f(p)| \leqslant|F(p)|$ for all $p \in S$, then $f$ has a sum over $S$.
(ii) If $F$ does not have a sum over $S$ and $|f(p)| \geqslant|F(p)|$ for all $p \in S$, then $f$ does not have a sum over $S$.

The proof is left to the reader (see Theorem 9.4).
Example 1. Set $S=\{(m, n): m, n$ integers $0<m<\infty, 0<n<\infty\}$ be given. Show that $f(m, n)=(-1)^{m+n} /\left(m^{3}+n^{3}\right)$ has a sum over $S$.

Solution. We observe that $2 m^{3 / 2} n^{3 / 2} \leqslant\left(m^{3}+n^{3}\right)$ for all $(m, n) \in S$. We define $F(m, n)=1 / m^{3 / 2} n^{3 / 2}$, and it is clear that $\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} 1 / m^{3 / 2} n^{3 / 2}$ converges (two $p$-series with $p=3 / 2$ ). Therefore $\sum_{(m, n) \in S} F(m, n)$ converges. Since $|f(m, n)| \leqslant$ $|F(m, n)|$ for all $(m, n) \in S$, the result follows.

Example 2. Let $S$ be as in Example 1. Show that $f(m, n)=1 /\left(m^{2}+n^{2}\right)$ does not have a sum over $S$.

Solution. We define

$$
F(m, n)= \begin{cases}\frac{1}{2 n^{2}} & \text { for } m \leqslant n \\ \frac{1}{2 m^{2}} & \text { for } m>n\end{cases}
$$

Then, clearly $f(m, n) \geqslant F(m, n)>0$ for all $m, n$. Let $S_{n^{\prime}}=\left\{(m, n): 0<m \leqslant n^{\prime}\right.$, $0<n \leqslant n^{\prime}, m, n$ integers $\}$. Then

$$
\begin{aligned}
\sum_{(m, n) \in S_{n^{\prime}}} F(m, n) & >\sum_{n=1}^{n^{\prime}} \sum_{m=1}^{n^{\prime}} \frac{1}{n^{2}}=n^{\prime} \sum_{n=1}^{n^{\prime}} \frac{1}{n^{2}} \\
& >\sum_{n=1}^{n^{\prime}} \frac{1}{n} .
\end{aligned}
$$

Thus, if $M$ is any positive number, we can choose $n^{\prime}$ so large that

$$
\sum_{(m, n) \in S_{n^{\prime}}} F(m, n)>M .
$$

Therefore $F$ does not have a sum over $S$ and, by the Comparison test, neither does $f$.

The next two theorems are almost direct consequences of results already established. We leave the details of the proofs to the reader.

Theorem 9.40. If $f: S \rightarrow \mathbb{R}^{1}$ and $g: S \rightarrow \mathbb{R}^{1}$ have sums over $S$, and $f(p) \leqslant g(p)$ for all $p \in S$, then

$$
\sum_{p \in S} f(p) \leqslant \sum_{p \in S} g(p) .
$$

Theorem 9.41 (Sandwiching theorem). Let $f: S \rightarrow \mathbb{R}^{1}, g: S \rightarrow \mathbb{R}^{1}$, and $h: S \rightarrow \mathbb{R}^{1}$ be given. Suppose that $f$ and $h$ each has a sum over $S$ and that $f(p) \leqslant g(p) \leqslant h(p)$ for all $p \in S$. Then $g$ has a sum over $S$.

Although the sets $S$ may be quite arbitrary, we now show that if $f$ has a sum over $S$ then the set of points of $S$ where $f$ does not vanish is severely restricted.

Theorem 9.42. Suppose that $f: S \rightarrow \mathbb{R}^{1}$ has a sum over $S$. Let $S^{*}=\{p \in S$ : $f(p) \neq 0\}$. Then $S^{*}$ is countable.

Proof. For $n=2,3, \ldots$, define

$$
S_{n}=\left\{p \in S: \frac{1}{n} \leqslant|f(p)|<\frac{1}{n-1}\right\} .
$$

The reader may complete the proof by showing that $S^{*}=\bigcup_{n=2}^{\infty} S_{n}$ and that each $S_{n}$ must be a finite set.

Let $A$ be a set in a metric space $T$ and suppose that $S$ is an arbitrary set. Let $f$ be defined for $x \in A$ and $p \in S$ with values in $\mathbb{R}^{1}$; that is, $f: A \times S \rightarrow \mathbb{R}^{1}$. We write $f(x ; p)$ for the function values of $f$. For each $x$ in $A$, the function $f$ may or may not have a sum over $S$; when $f$ has a sum, we denote it by $s(x)$. For unordered sums we make the following definition, one which corresponds to uniform convergence for infinite series.

Definition. Let $f: A \times S \rightarrow \mathbb{R}^{1}$ be given. We say that $f$ has a sum uniformly on $A$ over $S$ if and only if $f$ has a sum over $S$ for each $x \in A$ and, for every $\varepsilon>0$ there is a finite set $S^{\prime}$ contained in $S$ such that

$$
\left|\sum_{p \in S^{\prime \prime}} f(x ; p)-s(x)\right|<\varepsilon
$$

for every finite set $S^{\prime \prime}$ containing $S^{\prime}$; furthermore the set $S^{\prime}$ is independent of $x$. When the set $A$ is clearly understood we say briefly that $f$ has a sum uniformly over $S$.

The next result, an extension of Theorem 9.19, shows that if an unordered sum has all continuous terms and if the "convergence" is uniform, then the sum is a continuous function.

Theorem 9.43. Suppose that for each $p$ in $S$, the function $f: A \times S \rightarrow \mathbb{R}^{1}$ is continuous on the set $A$ in the metric space T. Suppose that $f$ has a sum uniformly over $S$. Then the function $s(x)$ defined by

$$
s(x)=\sum_{p \in S} f(x ; p), \quad x \in A
$$

is continuous on $A$.

Proof. Let $x_{0} \in A$ and $\varepsilon>0$ be given. We wish to show that $s$ is continuous at $x_{0}$. By hypothesis, there is a finite set $S^{\prime}$ such that

$$
\left|\sum_{p \in S^{\prime \prime}} f\left(x_{0} ; p\right)-s\left(x_{0}\right)\right|<\frac{\varepsilon}{3} \quad \text { and } \quad\left|\sum_{p \in S^{\prime \prime}} f(x ; p)-s(x)\right|<\frac{\varepsilon}{3}
$$

for any finite set $S^{\prime \prime}$ containing $S^{\prime}$. We fix $S^{\prime \prime}$ and write

$$
\begin{aligned}
\left|s(x)-s\left(x_{0}\right)\right| \leqslant & \left|s(x)-\sum_{p \in S^{\prime \prime}} f(x ; p)\right|+\left|\sum_{p \in S^{\prime \prime}}\left[f(x ; p)-f\left(x_{0} ; p\right)\right]\right| \\
& +\left|\sum_{p \in S^{\prime \prime}} f\left(x_{0} ; p\right)-s\left(x_{0}\right)\right|
\end{aligned}
$$

Now the hypothesis that $f$ is continuous is employed to yield the result.
The proof of Theorem 9.43 should be compared to the proof of Theorem 9.13.

## Theorem 9.44

(a) (Term-by-term integration of an unordered sum). Let $I=\{x: a \leqslant x \leqslant b\}$ be a finite interval, and suppose that $f: I \times S \rightarrow \mathbb{R}^{1}$ has a sum on $I$ uniformly over S. Suppose that for each $p \in \mathrm{~S}$, the function $f$ is integrable on I. Define $s(x)=\sum_{p \in S} f(x ; p)$. Then $s(x)$ is integrable on $I$ and

$$
\int_{a}^{b} s(x) d x=\sum_{p \in S} \int_{a}^{b} f(x ; p) d x
$$

(b) Let $F$ be a figure in $\mathbb{R}^{1}$ and suppose that $f: F \times S \rightarrow \mathbb{R}^{1}$ is integrable over $F$ and has a sum uniformly over $S$, denoted by $s(x)$. Then $s$ is integrable over $F$ and

$$
\int_{F} s d V_{N}=\sum_{p \in S} \int_{F} f(x ; p) d V_{N}
$$

The proofs of Parts (a) and (b) are similar to the proofs of Theorems 9.14 and 9.17, respectively, and are left to the reader.

The next theorem shows when unordered sums may be differentiated term-by-term.

Theorem 9.45. Let $G$ be an open set in $\mathbb{R}^{N}$ and suppose that $f: G \times S \rightarrow \mathbb{R}^{1}$ is continuous and has partial derivatives $f_{, k}(x ; p), k=1,2, \ldots, N$, which are continuous in $G$. Suppose that $f(x ; p)$ has a sum over $S$ denoted by $s(x)$, and that $f_{, k}(x ; p)$ has a sum uniformly over $S$ denoted by $t(x)$. Then

$$
s_{, k}(x)=t(x) \quad \text { for all } \quad x \in G
$$

The proof is similar to that of Theorem 9.15.

Theorem 9.46 (Weierstrass $M$-test). Let $A$ be a set in a metric space $T$ and suppose that $u$ : $A \times S \rightarrow \mathbb{R}^{1}$ satisfies $|u(x ; p)| \leqslant f(p)$ for each $p \in S$. If $f(p)$ has a sum over $S$, then $u(x ; p)$ and $|u(x ; p)|$ each has a sum uniformly on $A$ over $S$.

The proof is similar to that of Theorem 9.22 and is left to the reader.

## Problems

1. Let $S=\{(m, n): m, n$ integers, $0<m<\infty, 0<n<\infty\}$. Given $f(m, n)=$ $1 /\left(m^{5 / 2}+n^{5 / 2}\right)$, show that $f$ has a sum over $S$.
2. Let $S$ be as in Problem 1 and define $f(m, n)=1 /\left(m+n^{3}\right)$. Show that $f$ does not have a sum over $S$.
3. Let $S=\{(l, m, n): l, m, n$ integers, $0<l<\infty, 0<m<\infty, 0<n<\infty\}$. Define $f(l, m, n)=1 /\left(l^{2}+m^{2}+n^{4}\right)$. Does $f$ have a sum over $S$ ?
4. Prove Theorem 9.39.
5. Prove Theorem 9.40.
6. Prove Theorem 9.41.
7. Complete the proof of Theorem 9.42.
8. Let $S=\{x: 0<x<1\}$ and suppose that $f: S \rightarrow \mathbb{R}^{1}$ has a range which contains the set $A=\{x: 0<x<1, x$ is rational $\}$. Show that $f$ does not have a sum over $S$.
9. Let $I=\{x: a \leqslant x \leqslant b\}$ with $0<a<b<1$ and $S=\{n:-\infty<n<\infty, n$ an integer $\neq 0\}$. Suppose that $f: I \times S \rightarrow \mathbb{R}^{1}$ is given by $f(x ; n)=x^{n} / n$. Does $f$ have a sum uniformly on $I$ over $S$ ?
10. Let $A=\{(x, y): a \leqslant x \leqslant b, c \leqslant x \leqslant d\}$ with $0<a<b<1,0<c<d<1$, and let $S=\{(m, n): m, n$ integers $-\infty<m<\infty,-\infty<n<\infty, m \neq 0, n \neq 0\}$. Define $f: A \times S \rightarrow \mathbb{R}^{1}$ by $f(x, y ; m, n)=x^{m} y^{n} / m^{2} n^{2}$. Does $f$ have a sum uniformly on $A$ over $S$ ?
11. Prove Theorem 9.44(a).
12. Prove Theorem 9.44(b).
13. Let $S=\{n: n$ an integer, $+\infty<n<\infty\}$ and let $I=\{x: 0 \leqslant x<\infty\}$. Define $f(x, n)=e^{-n x} /\left(1+n^{4}\right)$. Can the unordered sum $\sum_{n \in S} f(x, n)$ be differentiated term-by-term?
14. Prove Theorem 9.45.
15. Prove Theorem 9.46.

### 9.7. Multiple Sequences and Series

In Section 9.5 we introduced double sequences informally, and we showed how they are related to unordered sums. In this section we shall treat convergence problems for multiple sequences and series.

Definitions. We denote the collection of all pairs of positive integers by $\mathbb{N} \times \mathbb{N}$, and the collection of all pairs of nonnegative integers by $\mathbb{N}_{0} \times \mathbb{N}_{0}$. A double sequence is a function $u$ from $\mathbb{N}_{0} \times \mathbb{N}_{0}$ into $\mathbb{R}^{1}$. The values of $u$ are denoted by $u(m, n), m, n=0,1,2, \ldots$, or, more customarily, by $u_{m n}$. Sometimes the domain of a double sequence is $\mathbb{N} \times \mathbb{N}$ or a subset of $\mathbb{N} \times \mathbb{N}$. We say a double sequence converges to $a$ as $(m, n)$ tends to infinity if and only if for every $\varepsilon>0$ there is a positive integer $P$ such that $\left|u_{m n}-a\right|<\varepsilon$ for all ( $m, n$ ) such that $m>P$ and $n>P$. We write $\left\{u_{m n}\right\} \rightarrow a$ as $(m, n) \rightarrow \infty$.

In analogy with the formal definition of an infinite series given in Section 9.1, we define a double series formally as an ordered pair ( $\left\{u_{m n}\right\},\left\{s_{m n}\right\}$ ) of double sequences such that

$$
s_{m n}=\sum_{i=0}^{m} \sum_{j=0}^{n} u_{i j} .
$$

The $u_{m n}, m, n=0,1,2, \ldots$, are called the terms of the double series $\left(\left\{u_{m n}\right\}\right.$, $\left\{s_{m n}\right\}$ ), and the $s_{m n}$ are called its partial sums. The double series is said to be convergent if and only if there is a number $s$ such that $s_{m n} \rightarrow s$ as $(m, n) \rightarrow \infty$. Otherwise, the double series is divergent. We will most often write a double series in the form

$$
\sum_{i, j=0}^{\infty} u_{i j}
$$

rather than use the ordered pair symbol.
The following theorem is a direct consequence of the definition of convergence and the theorems on limits.

## Theorem 9.47

(a) If the double series $\sum_{m, n=0}^{\infty} u_{m n}, \sum_{m, n=0}^{\infty} v_{m n}$ are both convergent and $c$ and $d$ are any numbers, then the series $\sum_{m, n=0}^{\infty}\left(c u_{m n}+d v_{m n}\right)$ is convergent and

$$
\sum_{m, n=0}^{\infty}\left(c u_{m n}+d v_{m n}\right)=c \sum_{m, n=0}^{\infty} u_{m n}+d \sum_{m, n=0}^{\infty} v_{m n} .
$$

(b) If the series $\sum_{m, n=0}^{\infty} u_{m n}$ is divergent and if $c \neq 0$, then $\sum_{m, n=0}^{\infty} c u_{m n}$ is divergent.

The next theorem shows the relationship between the convergence of a double series and an unordered sum.

Theorem 9.48. Suppose that the terms $u_{m n}$ of a double sequence $u: \mathbb{N}_{0} \times \mathbb{N}_{0} \rightarrow$ $\mathbb{R}^{1}$ are all nonnegative. Then the double series $\sum_{m, n=0}^{\infty} u_{m n}$ is convergent if and only if the function $u$ has a sum over $S=\mathbb{N}_{0} \times \mathbb{N}_{0}$. Furthermore,

$$
\begin{equation*}
\sum_{m, n=0}^{\infty} u_{m n}=\sum_{(m, n) \in S} u_{m n} . \tag{9.29}
\end{equation*}
$$

## Proof

(a) Suppose that $u$ has a sum over $S$ which we denote by $s$. Let $\varepsilon>0$ be given. Then there is a finite subset $S^{\prime}$ of $S$ such that

$$
\sum_{(m, n) \in S^{\prime}} u_{m n}>s-\varepsilon
$$

Let $P$ be a positive integer such that $P>m$ and $P>n$ for all $(m, n) \in S^{\prime}$. Since $u_{i j} \geqslant 0$ for all $i, j$, it follows that

$$
\begin{aligned}
s-\varepsilon & <\sum_{(m, n) \in S^{\prime}} u_{m n} \\
& \leqslant \sum_{i=1}^{m_{0}} \sum_{j=1}^{n_{0}} u_{i j} \\
& =s_{m_{0} n_{0}} \text { if } m_{0} \geqslant P \quad \text { and } n_{0} \geqslant P .
\end{aligned}
$$

Therefore $s-\varepsilon \leqslant s_{m_{0} n_{0}} \leqslant s$ and so the double series converges.
(b) Suppose the double series converges to a sum $s$. Let $S^{\prime}$ be any finite subset of $S$ and let $\varepsilon>0$ be given. Then there is a positive integer $P$ such that $P \geqslant m$ and $P \geqslant n$ for $(m, n) \in S^{\prime}$, and furthermore the inequality $\left|s_{m n}-s\right|<\varepsilon$ holds whenever $m \geqslant P$ and $n \geqslant P$. Hence

$$
\sum_{(m, n) \in S^{\prime}} u_{m n} \leqslant \sum_{m=1}^{P} \sum_{n=1}^{P} u_{m n}=s_{p p} \leqslant s+\varepsilon .
$$

Since $\varepsilon$ and $S^{\prime}$ are arbitrary, $u$ has a sum over $S$ and its value is $s$.
It is clear that corresponding to Theorems 9.47 and 9.48 there are theorems for triple series, quadruple series and, in fact, for multiple series of any order.

Theorem 9.49. Let $u: \mathbb{N}_{0} \times \mathbb{N}_{0} \rightarrow \mathbb{R}^{1}$ be given and suppose that its terms are $u_{m n}$. Then the double series $\sum_{m, n=0}^{\infty} u_{m n}$ is absolutely convergent if and only if the function $u$ has a sum over $S=\mathbb{N}_{0} \times \mathbb{N}_{0}$. In the case of convergence, Equation (9.29) holds.

The above theorem is a direct consequence of Theorem 9.48 and the related theorems on unordered sums. We leave the details of the proof to the reader. Theorems 9.48 and 9.49 make the theory of absolutely convergent double series a special case of the theory of unordered sums given in Section 9.6. The next result is a special case of a general theorem on unordered sums (Theorem 9.51 below).

Theorem 9.50. Let $u: \mathbb{N}_{0} \times \mathbb{N}_{0} \rightarrow \mathbb{R}^{1}$ be given with its terms denoted by $u_{m n}$. Suppose that $\sum_{m, n=0}^{\infty} u_{m n}$ is absolutely convergent. Then the single series

$$
\sum_{n=0}^{\infty} u_{m n}
$$

is absolutely convergent for each $m=0,1,2, \ldots$, and the series $\sum_{m=0}^{\infty} u_{m n}$ is
absolutely convergent for each $n=0,1,2, \ldots$. If we define

$$
U_{m}=\sum_{n=0}^{\infty} u_{m n}, \quad V_{n}=\sum_{m=0}^{\infty} u_{m n}, \quad W_{r}=\sum_{m+n=r} u_{m n}
$$

then the series $\sum_{m=0}^{\infty} U_{m}, \sum_{n=0}^{\infty} V_{n}, \sum_{r=0}^{\infty} W_{r}$ are all absolutely convergent and have the same value as $\sum_{m, n=0}^{\infty} u_{m n}$.

Proof. We first show that $\sum_{n=0}^{\infty} u_{m n}$ is convergent for each $m$ when $u_{m n} \geqslant 0$. By Theorem 9.49, we know that $u$ has a sum over $S=\mathbb{N}_{0} \times \mathbb{N}_{0}$. Since the partial sum $\sum_{n=0}^{P} u_{m n}$ is a finite subset of $S$, these partial sums are uniformly bounded. Hence the series is convergent for each $m$. Now consider the partial $\operatorname{sum} \sum_{m=0}^{M} U_{m}$. For any $\varepsilon>0$ and any positive number $M$, there is an integer $P$ such that

$$
\sum_{n=0}^{P} u_{m n}>\sum_{n=0}^{\infty} u_{m n}-\varepsilon / M
$$

Hence for any positive integer $M$, it follows that

$$
\sum_{m=0}^{M} U_{m}=\sum_{m=0}^{M} \sum_{n=0}^{\infty} u_{m n}<\sum_{m=0}^{M} \sum_{n=0}^{P} u_{m n}+\varepsilon
$$

Since $u$ has a sum over $S$, we conclude that the series $\sum_{m=0}^{\infty} U_{m}$ converges. Now for any $\varepsilon>0$ there is a finite set $S^{\prime} \subset S$ such that

$$
\sum_{(m, n) \in S} u_{m n}>\sum_{(m, n) \in S^{\prime}} u_{m n}-\varepsilon .
$$

Also, there is an integer $M^{\prime}$ which we can take larger than the greatest value of $m$ in $S^{\prime}$, such that

$$
\sum_{m=0}^{\infty} U_{m}>\sum_{m=0}^{M^{\prime}} U_{m}=\sum_{m=0}^{M^{\prime}} \sum_{n=0}^{\infty} u_{m n}>\sum_{(m, n) \in S^{\prime}} u_{m n}-\varepsilon .
$$

Since $\varepsilon$ is arbitrary it follows that $\sum_{m=0}^{\infty} U_{m}=\sum_{m, n=0}^{\infty} u_{m n}$. We treat the case where $u_{m n}$ may be positive or negative by using the hypothesis of absolute convergence and separating the terms of the series into positive and negative parts. As in previous proofs, we apply the above argument to each of the series obtained in this way. The proofs for $\sum_{n=0}^{\infty} V_{n}, \sum_{r=0}^{\infty} W_{r}$ are similar.

Theorem 9.50 is a special case of a general theorem on unordered sums which may be considered as a generalized associative law. This result allows us to extend the above theorem to multiple series of any order.

Theorem 9.51. Let $S^{\prime}$ be a set. To every $x$ in $S^{\prime}$ we associate a set denoted $S_{x}$. Define $S=\left\{(x, y): x \in S^{\prime}, y \in S_{x}\right\}$. Suppose that $f: S \rightarrow \mathbb{R}^{1}$ has a sum over $S$. Then $f$ has a sum over $S_{x}$ for each $x \in S^{\prime}$. If we define $g(x)=\sum_{y \in S_{x}} f(x, y)$, then $g$ has a sum over $S^{\prime}$ and

$$
\sum_{x \in S^{\prime}} g(x)=\sum_{x \in S^{\prime}}\left[\sum_{y \in S_{x}} f(x, y)\right]=\sum_{(x, y) \in S} f(x, y) .
$$

The proof follows the pattern of the proof of Theorem 9.50, and we leave the details to the reader.

We illustrate Theorem 9.51 with an example in triple series. Let $S^{\prime}=\mathbb{N} \times \mathbb{N}$ and for each $x \in S^{\prime}$, let $S_{x}=\mathbb{N}_{0}$. Then $S=\mathbb{N} \times \mathbb{N} \times \mathbb{N}_{0}$. Suppose $f: S \rightarrow \mathbb{R}^{1}$ has a sum over $S$; we denote the terms of $f$ by $u_{l m n},(l, m, n) \in S$. Theorem 9.51 then shows that

$$
g(x) \equiv \sum_{y \in S_{x}} f(x, y)=\sum_{n=0}^{\infty} u_{l m n}
$$

is convergent for all $(l, m) \in S^{\prime}$. Also, if we denote the terms of $g(x)$ by $v_{l m}$, $(l, m) \in S^{\prime}$, then

$$
\sum_{l, m=1}^{\infty} v_{l m}=\sum_{l, m=1}^{\infty} \sum_{n=0}^{\infty} u_{l m n}=\sum_{l, m, n) \in S} u_{l m n} .
$$

The next theorem is a partial converse of Theorem 9.51.
Theorem 9.52. Suppose that $S^{\prime}, S$, and $S_{x}$ are as in Theorem 9.51. Let $f: S \rightarrow \mathbb{R}^{1}$ be given. Suppose that $f$ has a sum over $S_{x}$ for each $x \in \mathrm{~S}^{\prime}$. Define $g(x)=$ $\sum_{y \in S_{x}}|f(x, y)|$ and suppose that $g$ has a sum over $S^{\prime}$. Then $f$ has a sum over $S$.

We leave the proof of this and the following result to the reader.
Theorem 9.53 (Multiplication of unordered sums). Let $f: S^{\prime} \rightarrow \mathbb{R}^{1}$ and $g: S^{\prime \prime} \rightarrow \mathbb{R}^{1}$ be given. Define $S=S^{\prime} \times S^{\prime \prime}$ and $h(x, y)=f(x) \cdot g(y)$ for $x \in S^{\prime}$, $y \in S^{\prime \prime}$. Suppose that $f$ has a sum over $S^{\prime}$ and $g$ has a sum over $S^{\prime \prime}$. Then h has a sum over $S$ and

$$
\sum_{(x, y) \in S} h(x, y)=\left[\sum_{x \in S^{\prime}} f(x)\right] \cdot\left[\sum_{y \in S^{\prime \prime}} g(y)\right] .
$$

We now show how the theorems of this section may be used to establish rules for the multiplication of power series. Suppose the series

$$
\begin{aligned}
& f(x)=a_{0}+a_{1} x+\cdots+a_{n} x^{n}+\cdots \\
& g(x)=b_{0}+b_{1} x+\cdots+b_{n} x^{n}+\cdots,
\end{aligned}
$$

are convergent for $|x|<R$. Without considering questions of convergence, we multiply the two series by following the rules for the multiplication of polynomials. The result is

$$
\begin{aligned}
& b_{0} f(x)=a_{0} b_{0}+a_{1} b_{0} x+\cdots+a_{n} b_{0} x^{n}+\cdots, \\
& b_{1} x f(x)=a_{0} b_{1} x+\cdots+a_{n-1} b_{1} x^{n}+\cdots, \\
& \vdots \\
& b_{n} x^{n} f(x)= \\
& a_{0} b_{n} x^{n}+\cdots
\end{aligned}
$$

Adding, we obtain the series

$$
a_{0} b_{0}+\left(a_{0} b_{1}+a_{1} b_{0}\right) x+\cdots+\left(a_{0} b_{n}+a_{1} b_{n-1}+\cdots+a_{n} b_{0}\right) x^{n}+\cdots
$$

In summation notation, the product becomes

$$
\sum_{i=0}^{\infty} a_{i} x^{i} \sum_{j=0}^{\infty} b_{j} x^{j}=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} a_{i} b_{j} x^{i+j} .
$$

Setting $i+j=n$ and collecting terms, we obtain for the right side

$$
\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} a_{k} b_{n-k}\right) x^{n}
$$

We shall show that the above expansion actually represents $f(x) \cdot g(x)$.
Definition. Let $\sum_{i=0}^{\infty} a_{i}(x-c)^{i}$ and $\sum_{j=0}^{\infty} b_{j}(x-c)^{j}$ be given power series. Then the series

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} a_{k} b_{n-k}\right)(x-c)^{n} \tag{9.30}
\end{equation*}
$$

is called the Cauchy product of the two given series.
Theorem 9.54. Suppose that the series

$$
f(x)=\sum_{n=0}^{\infty} c_{n}(x-c)^{n}, \quad g(x)=\sum_{n=0}^{\infty} d_{n}(x-c)^{n}
$$

converge for $|x-c|<R$ with $R>0$. Then for $|x-c|<R$ the product $f(x) \cdot g(x)$ is given by the Cauchy product of the two series.

Proof. Since the two given series are absolutely convergent for $|x-c|<R$, it follows that

$$
f(x)=\sum_{i \in N_{0}} c_{i}(x-c)^{i}, \quad g(x)=\sum_{j \in N_{0}} d_{j}(x-c)^{j}
$$

In Theorem 9.53, we take $S^{\prime}=\mathbb{N}_{0}$ and $S^{\prime \prime}=\mathbb{N}_{0}$. Then the function $h$ is defined for $(i, j) \in \mathbb{N}_{0} \times \mathbb{N}_{0}$ by $h_{i j}=c_{i} d_{j}(x-c)^{i+j}$. Hence for each fixed $x$ such that $|x-c|<R$, we have

$$
f(x) \cdot g(x)=\sum_{(i, j) \in N_{0} \times N_{0}} c_{i} d_{j}(x-c)^{i+j}
$$

Now for each $n \in \mathbb{N}_{0}$, define $S_{n}=\left\{(i, j) \in \mathbb{N}_{0} \times \mathbb{N}_{0}: i+j=n\right\}$. Then from the generalized associative law (Theorem 9.51) we find that the function

$$
u_{n}(x)=\sum_{(i, j) \in S_{n}} c_{i} d_{j}(x-c)^{n}
$$

has a sum over $\mathbb{N}_{0}$. Therefore

$$
f(x) \cdot g(x)=\sum_{n \in N_{0}}\left(\sum_{(i, j) \in S_{n}} c_{i} d_{j}\right)(x-c)^{n}
$$

for $|x-a|<R$. This formula is of the form (9.30).
Suppose that $g$ is represented by a power series for $|x-c|<R$. Then it is
a consequence of Theorem 9.54 that if $b$ is any real number, the expression $[g(x)-b]^{n}$ is given for $|x-c|<R$ by the power series obtained by using the series for $g$ and computing successive Cauchy products. In this way we get a convergent power series expansion for the composition of two function. If

$$
f(x)=\sum_{n=0}^{\infty} a_{n}(x-b)^{n} \quad \text { for } \quad|x-b|<R_{0} \quad \text { with } \quad R_{0}>0
$$

then we form the series

$$
\begin{equation*}
f(g)=\sum_{n \in \mathbb{N}_{0}} a_{n}(g-b)^{n} \tag{9.31}
\end{equation*}
$$

We now substitute successive Cauchy products for $[g(x)-b]^{n}$ into (9.31). The resulting series converges provided that $|g(c)-b|<R_{0}$, and that $|x-c|$ is sufficiently small. Thus $f[g(x)]$ may be represented by a convergent power series in $(x-c)$.

Theorem 9.53 is useful for the extension to multinomial series of the results on double series.

If the terms $u_{m n}$ of a double series are of the form $c_{m n}(x-a)^{m}(y-b)^{n}$ where $c_{m n}, a, b, x, y$ are in $\mathbb{R}^{1}$ then we call

$$
\sum_{m, n=0}^{\infty} c_{m n}(x-a)^{m}(y-b)^{n}
$$

a double power series. Triple, quadruple, and n-tuple power series are defined similarly. The proofs of the next two theorems follow directly from previous results on convergence.

Theorem 9.55. Suppose that the double power series $\sum_{m, n=0}^{\infty} c_{m n} x^{m} y^{n}$ converges absolutely for $x=x_{1}, y=y_{1}$, and that $x_{1} \neq 0, y_{1} \neq 0$. Define $R=$ $\left\{(x, y):|x| \leqslant\left|x_{1}\right|,|y| \leqslant\left|y_{1}\right|\right\}$. Then the series is absolutely convergent on $R$, and the function with terms $c_{m n} x^{m} y^{n}$ has a sum uniformly on $R$ over $\mathbb{N}_{0} \times \mathbb{N}_{0}$.

We may make the substitution $x=x^{\prime}-a$ and $y=y^{\prime}-b$ in Theorem 9.55 to obtain the analogous result for general double power series.

Theorem 9.56 (Term-by-term differentiation of double power series). Suppose that the double power series

$$
\begin{equation*}
f(x, y)=\sum_{m, n=0}^{\infty} c_{m n}(x-a)^{m}(y-b)^{n} \tag{9.32}
\end{equation*}
$$

is absolutely convergent on $S=\{(x, y):|x-a|<r,|y-b|<s\}$. Then $f$ has partial derivatives of all orders on $S$. These derivatives may be obtained by differentiating the series (9.32) term by term. Each differentiated series is absolutely convergent on $S$. In particular,

$$
c_{m n}=\left|\frac{1}{m!n!} \frac{\partial^{m+n} f}{\partial x^{m} \partial y^{n}}\right|_{x=a, y=b}
$$

Example 1. Find the terms of the double power series expansion to degree 3 where $f(x, y)=e^{x y}, a=1 b=0$.

Solution. We have $f(1,0)=1$. By computation, $f_{x}(1,0)=0, f_{y}(1,0)=1$, $f_{x x}(1,0)=0, f_{x y}(1,0)=1, f_{y y}(1,0)=1, f_{x x x}(1,0)=f_{x x y}(1,0)=0, f_{x y y}(1,0)=$ $2, f_{y y y}(1,0)=1$. Therefore

$$
e^{x y}=1+y+(x-1) y+\frac{1}{2!} y^{2}+(x-1) y^{2}+\frac{1}{3!} y^{3}+\cdots
$$

Example 2. Show that for all $x, y$,

$$
\sum_{k=0}^{\infty} \frac{(x+y)^{k}}{k!}=\left(\sum_{m=0}^{\infty} \frac{x^{m}}{m!}\right)\left(\sum_{n=0}^{\infty} \frac{x^{n}}{n!}\right)
$$

and hence that $e^{x+y}=e^{x} e^{y}$.
Solution. According to Theorem 9.53, we have for all $x, y$,

$$
\left(\sum_{m=0}^{\infty} \frac{x^{m}}{m!}\right)\left(\sum_{n=0}^{\infty} \frac{y^{n}}{n!}\right)=\sum_{m, n=0}^{\infty} \frac{x^{m} y^{n}}{m!n!} .
$$

Now we employ Theorem 9.50 to obtain (by setting $n=p-m$ )

$$
\begin{aligned}
\sum_{m, n=0}^{\infty} \frac{x^{m} y^{n}}{m!n!} & =\sum_{p=0}^{\infty} \sum_{m=0}^{p} \frac{x^{m} y^{p-m}}{m!(p-m)!}=\sum_{p=0}^{\infty} \frac{1}{p!}\left(\sum_{m=0}^{p} \frac{p!x^{m} y^{p-m}}{m!(p-m)!}\right) \\
& =\sum_{p=0}^{\infty} \frac{(x+y)^{p}}{p!}
\end{aligned}
$$

## Problems

In each of Problems 1 through 6, find the terms up to degree 3 of the double series expansion (9.32) of $f(x, y)$ as given. Take $a=b=0$ in all cases.

1. $f(x, y)=e^{x} \cos y$
2. $f(x, y)=\left(1-x-2 y+x^{2}\right)^{-1}$
3. $f(x, y)=e^{-x} \sec y$
4. $f(x, y)=e^{-2 x} \log (1+y)$
5. $f(x, y)=\cos (x y)$
6. $f(x, y)=(1+x+y)^{-1 / 2}$
7. State and prove the analogue of Theorem 9.47 for triple series.
8. Let $S=\mathbb{N} \times \mathbb{N}$ and suppose that $u: S \rightarrow \mathbb{R}^{1}$ is given by $u_{m n}=1 / m n^{4}$. Show that the double series $\sum_{m, n=1}^{\infty} 1 / m n^{4}$ is not convergent and hence that $u$ does not have a sum over $S$.
9. Prove Theorem 9.49.
10. Write the details of the proof of Theorem 9.50 for $W_{r}=\sum_{m+n=r} u_{m n}$.
11. Prove Theorem 9.51. Then let $S^{\prime}=\mathbb{N}$ and $S_{x}=\mathbb{N} \times \mathbb{N}$ for all $x$, and show that a theorem analogous to Theorem 9.50 can be derived for triple series.
12. Let $\mathbb{Z}$ denote the set of all integers: positive, negative, and zero. Apply Theorem 9.51 with $S^{\prime}=\mathbb{N}_{0}$ and $S_{x}=\mathbb{Z}$ for all $x$. Show how a theorem on convergence of "double series" of the form $\sum_{m=0}^{\infty} \sum_{n=-\infty}^{\infty} u_{m n}$ may be obtained.
13. Prove Theorem 9.52.
14. Suppose that in Theorem 9.52 we choose $S^{\prime}=\mathbb{N}, S_{x}=\mathbb{N}$. We define $f(m, n)=$ $(-1)^{m+n} /\left(m^{2}+n^{2}\right)$. Are the hypotheses of the theorem satisfied?
15. Prove Theorem 9.53.
16. Use Theorem 9.53 to obtain a double power series expansion of $e^{x} \cos y$ about $(0,0)$.
17. Prove Theorem 9.55.
18. State and prove a theorem on the term-by-term integration of double power series.
19. Prove Theorem 9.56.
20. Use power series expansions to show that $\cos (x+y)=\cos x \cos y-\sin x \sin y$.

## CHAPTER 10

## Fourier Series

### 10.1. Expansions of Periodic Functions

In the study of power series in Chapter 9 , we saw that an analytic function $f$ can be represented by a power series

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} c_{n}(x-a)^{n} \tag{10.1}
\end{equation*}
$$

for all values of $x$ within the radius of convergence of the series. We recall that $f$ has derivatives of all orders and that the coefficients $c_{n}$ in (10.1) are given by $f^{(n)}(a) / n!$. In this chapter we shall be interested in series expansions of functions which may not be smooth. That is, we shall consider functions which may have only a finite number of derivatives at some points and which may be discontinuous at others. Of course, in such cases it is not possible to have expansions in powers of $(x-a)$ such as (10.1). To obtain representations of unsmooth functions we turn to expansions in terms of trigonometric functions such as

$$
\begin{gathered}
1, \cos x, \cos 2 x, \ldots, \cos n x, \ldots \\
\sin x, \sin 2 x, \ldots, \sin n x, \ldots
\end{gathered}
$$

A trigonometric series is one of the form

$$
\begin{equation*}
\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right) \tag{10.2}
\end{equation*}
$$

in which the coefficients $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are constants. Let $f$ be a real-valued function defined on $I=\{x:-\pi \leqslant x \leqslant \pi\}$. The coefficients $a_{n}$ and $b_{n}, n=0,1$, $2 \ldots$, are to be determined in such a way that $f$ is represented by (10.2). To do so we make use of the so-called orthogonality relations of the trigonometric
functions:

$$
\int_{-\pi}^{\pi} \cos m x \cos n x d x=\int_{-\pi}^{\pi} \sin m x \sin n x d x= \begin{cases}\pi & \text { if } m=n \\ 0 & \text { if } m \neq n\end{cases}
$$

and

$$
\int_{-\pi}^{\pi} \cos m x \sin n x d x=0 \text { for } m, n=1,2, \ldots
$$

These are easily verified by elementary methods of integration. With the help of these formulas, explicit expressions will be found for the coefficients $a_{n}, b_{n}$ in a trigonometric expansion such as (10.2).

Theorem 10.1. Let $f$ be continuous on $I=\{x:-\pi \leqslant x \leqslant \pi\}$. Suppose that the series

$$
\begin{equation*}
\frac{\mathrm{a}_{0}}{2}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right) \tag{10.3}
\end{equation*}
$$

converges uniformly to for all $x \in I$. Then

$$
\begin{array}{ll}
a_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \cos n t d t, & n=0,1,2, \ldots \\
b_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \sin n t d t, & n=1,2, \ldots \tag{10.5}
\end{array}
$$

Proof. We define the partial sums

$$
s_{k}(x)=\frac{1}{2} a_{0}+\sum_{m=1}^{k}\left(a_{m} \cos m x+b_{m} \sin m x\right)
$$

Since the sequence $s_{k}(x)$ converges uniformly to $f(x)$, it follows that $s_{k}(x) \cos n x$ converges uniformly to $f(x) \cos n x$ as $k \rightarrow \infty$ for each fixed $n$. We merely observe that

$$
\left|s_{k}(x) \cos n x-f(x) \cos n x\right|=\left|s_{k}(x)-f(x)\right| \cdot|\cos n x| \leqslant\left|s_{k}(x)-f(x)\right|
$$

Similarly, $s_{k} \sin n x$ converges uniformly to $f(x) \sin n x$ for each fixed $n$. Therefore, for each fixed $n$

$$
f(x) \cos n x=\frac{a_{0}}{2} \cos n x+\sum_{m=1}^{\infty}\left(a_{m} \cos m x \cos n x+b_{m} \sin m x \cos n x\right)
$$

This uniformly convergent series may be integrated term-by-term between $-\pi$ and $\pi$ to yield

$$
\int_{-\pi}^{\pi} f(x) \cos n x d x=\pi a_{n}
$$

Similarly, by repeating the argument for $f(x) \sin n x$, we get Formula (10.5).

The numbers $a_{n}$ and $b_{n}$ are called the Fourier coefficients of $f$. When the $a_{n}$ and $b_{n}$ are given by (10.4) and (10.5), the trigonometrics series (10.3) is called the Fourier series of the function $f$.

Let $f$ be any integrable function defined on $I=\{x:-\pi \leqslant x \leqslant \pi\}$. Then the coefficients $a_{n}$ and $b_{n}$ may be computed according to (10.4) and (10.5). However, there is no assurance that the Fourier series (10.3) will converge to $f$ if $f$ is an arbitrary integrable function. In general, we write

$$
f(x) \sim \frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)
$$

to indicate that the series on the right may or may not converge to $f$ at some points $x \in I$. One of the central problems in the study of Fourier series concerns the identification of large classes of functions with the property that the Fourier series of these functions actually converge to the appropriate values.

Definition. A function $f$ defined on $I=\{x: a \leqslant x \leqslant b\}$ is said to be piecewise continuous on $I$ if and only if ( i ) there is a subdivision

$$
a=x_{0}<x_{1}<x_{2}<\cdots<x_{n}=b
$$

such that $f$ is continuous on each subinterval $I_{k}=\left\{x: x_{k-1}<x<x_{k}\right\}$, and (ii) at each of the subdivision points $x_{0}, x_{1}, \ldots, x_{n}$ both one-sided limits of $f$ exist.

Thus, a piecewise continuous function has a finite number of points of discontinuity which occur at $x_{0}, x_{1}, \ldots, x_{n}$. At each such point the limits

$$
\lim _{x \rightarrow x_{k}^{-}} f(x) \text { and } \lim _{x \rightarrow x_{k}+} f(x)
$$

exist, and we denote them by $f\left(x_{k}-\right)$ and $f\left(x_{k}+\right)$, respectively. The quantity $f\left(x_{k}+\right)-f\left(x_{k}-\right)$ is called the jump of $f$ at $x_{k}$. The coefficients $a_{n}$ and $b_{n}$, given by integrals, are unaffected if the values of $f$ are changed at any finite number of points. Hence, two functions $f_{1}$ and $f_{2}$ which differ only at a finite number of points have the same Fourier series. Let $f$ be a given piecewise continuous function. We say that $f$ is standardized if its values at points of discontinuity are given by

$$
f\left(x_{i}\right)=\frac{1}{2}\left[f\left(x_{i}+\right)+f\left(x_{i}-\right)\right] .
$$

Standardizing a piecewise continuous function does not change the Fourier coefficients. See Figure 10.1 for an example of a standardized function. For convenience in the study of Fourier series we shall usually assume that piecewise continuous functions have been standardized.

Definitions. A function $f$ is piecewise smooth on $I=\{x: a \leqslant x \leqslant b\}$ if and only if (i) $f$ is piecewise continuous, and (ii) $f^{\prime}$ exists and is piecewise continuous


Figure 10.1. A standardized function.
on each subinterval $I_{k}=\left\{x: x_{k-1}<x<x_{k}\right\}, k=1,2, \ldots, n$. A function $f$ is called smooth on $I$ if and only if $f$ and $f^{\prime}$ are continuous on $I$.

We postpone to Section 10.3 questions of convergence of Fourier series and consider now the formal process of determining the Fourier series for a variety of functions. Let $f$ be a piecewise continuous function on $I=\{x$ : $-\pi \leqslant x \leqslant \pi\}$. The periodic extension $\tilde{f}$ of $f$ is defined by the formula

$$
\tilde{f}(x)= \begin{cases}f(x) & \text { for }-\pi \leqslant x<\pi \\ \tilde{f}(x-2 \pi) & \text { for } x \in \mathbb{R}^{1}\end{cases}
$$

Then we standardize $\tilde{f}$ at $-\pi, \pi$ and all other points of discontinuity to that $\tilde{f}$ is defined for $-\infty<x<\infty$.

Example 1. Find the Fourier series of the function

$$
f(x)=x, \quad x \in I=\{x:-\pi \leqslant x \leqslant \pi\} .
$$

Solution. We form $\tilde{f}$, the periodic extension of $f$, and we standardize $\tilde{f}$ (see Figure 10.2). From (10.4) and (10.5), we find

$$
a_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} x \cos n x d x, \quad b_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} x \sin n x d x .
$$

Integrating by parts, we obtain $a_{0}=0$ and

$$
a_{n}=0, \quad b_{n}=(-1)^{n-1} \frac{2}{n}, \quad n=1,2, \ldots
$$

Therefore

$$
f(x) \sim 2\left[\sin x-\frac{\sin 2 x}{2}+\frac{\sin 3 x}{3}-\cdots\right], \quad-\pi<x<\pi .
$$

The series on the right represents $\tilde{f}$ for all values of $x$. We shall see later that


Figure 10.2. The periodic extension of $f(x)=x,-\pi \leqslant x \leqslant \pi$.
the series actually converges to $x$ for $-\pi<x<\pi$, and clearly the series has the value 0 for $x= \pm \pi$.

In computing Fourier coefficients, we may frequently save labor by using the integration properties of even and odd functions. A function $f$ is said to be even if

$$
f(-x)=f(x)
$$

for all $x$. Note that $\cos n x$ is an even function for every $n$. A function $g$ is odd if

$$
g(-x)=-g(x)
$$

for all $x$. The functions $\sin n x$ are odd for all $n$. If $c$ is any number, and if $f$ is even and $g$ is odd, then

$$
\int_{-c}^{c} f(x) d x=2 \int_{0}^{c} f(x) d x, \quad \int_{-c}^{c} g(x) d x=0
$$

The product of two even functions is even, the product of two odd functions is even, and the product of an even an odd function is odd.

We observe in Example 1 that $f(x)=x$ is odd. Therefore $f(x) \cos n x$ is odd and so we can conclude without computation that $a_{n}=0$ for all $n$.

Example 2. Find the Fourier series for the function

$$
f(x)=|x|, \quad x \in I=\{x:-\pi \leqslant x \leqslant \pi\} .
$$

Solution. We form the periodic extension of $f$ as shown in Figure 10.3. Since $f$ is even, the functions $f(x) \sin n x$ are odd. Hence $b_{n}=0$ for all $n$. Also, $a_{0}=\pi$ and

$$
a_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \cos n x d x=\frac{2}{\pi} \int_{0}^{\pi} x \cos n x d x
$$



Figure 10.3. The periodic extension of $f(x)=|x|,-\pi \leqslant x \leqslant \pi$.

Integrating by parts, we find

$$
a_{n}=\frac{2}{n^{2} \pi}[\cos n \pi-1]=\frac{2}{n^{2} \pi}\left[(-1)^{n}-1\right]= \begin{cases}\frac{-4}{(2 k+1)^{2} \pi}, & n=2 k+1 \\ 0, & n=2 k+2\end{cases}
$$

for $k=0,1,2, \ldots$ Therefore the Fourier series for $f$ is given by

$$
\begin{aligned}
|x| \sim & \frac{\pi}{2}-\frac{4}{\pi}\left[\frac{\cos x}{1^{2}}+\frac{\cos 3 x}{3^{2}}+\cdots\right. \\
& \left.+\frac{\cos (2 k+1) x}{(2 k+1)^{2}}+\cdots\right], \quad-\pi \leqslant x \leqslant \pi
\end{aligned}
$$

Assuming for the moment that the above series actually converges to $|x|$, we set $x=0$ and obtain the remarkable formula

$$
\frac{1}{8} \pi^{2}=\left[\frac{1}{1^{2}}+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\frac{1}{7^{2}}+\cdots\right]
$$

This formula is correct and may actually be used to compute $\pi$ to any desired degree of accuracy. However, vastly superior series expansions are available for calculating $\pi$ numerically.

## Problems

In each of Problems 1 though 10, find the Fourier series for the given function $f$.

1. $f(x)= \begin{cases}0 & \text { for } x \in I_{1}=\{x:-\pi \leqslant x<0\}, \\ 1 & \text { for } x \in I_{2}=\{x: 0 \leqslant x \leqslant \pi\} .\end{cases}$
2. $f(x)= \begin{cases}0 & \text { for } x \in I_{1}=\{x:-\pi \leqslant x<\pi / 2\}, \\ 1 & \text { for } x \in I_{2}=\{x: \pi / 2 \leqslant x \leqslant \pi\} .\end{cases}$
3. $f(x)=x^{2}$ for $x \in I=\{x:-\pi \leqslant x \leqslant \pi\}$.
4. $f(x)= \begin{cases}0 & \text { for } x \in I_{1}=\{x:-\pi \leqslant x<0\}, \\ x & \text { for } x \in I_{2}=\{x: 0 \leqslant x \leqslant \pi\} .\end{cases}$
5. $f(x)=|\cos x|$ for $x \in I=\{x:-\pi \leqslant x \leqslant \pi\}$.
6. $f(x)=x^{3}$ for $x \in I=\{x:-\pi \leqslant x \leqslant \pi\}$.
7. $f(x)=e^{2 x}$ for $x \in I=\{x:-\pi \leqslant x \leqslant \pi\}$.
8. $f(x)= \begin{cases}0 & \text { for } x \in I_{1}=\{x:-\pi \leqslant x<0\}, \\ \sin x & \text { for } x \in I_{2}=\{x: 0 \leqslant x \leqslant \pi\} .\end{cases}$
9. $f(x)=\sin ^{2} x$ for $x \in I=\{x:-\pi \leqslant x \leqslant \pi\}$.
10. $f(x)=x \sin x$ for $x \in I=\{x:-\pi \leqslant x \leqslant \pi\}$.
11. $f(x)=\left\{\begin{aligned}-1 & \text { for } x \in I_{1}=\{x:-\pi \leqslant x \leqslant 0\}, \\ 1 & \text { for } x \in I_{2}=\{x: 0<x \leqslant \pi\} .\end{aligned}\right.$
12. $f(x)=x^{3}$ for $x \in I=\{x:-\pi \leqslant x<\pi\}$.
13. $f(x)=\cos ^{3} x$ for $x \in I=\{x:-\pi<x<\pi\}$.
14. $f(x)=\sin ^{2} 2 x$ for $x \in I=\{x:-\pi<x<\pi\}$.
15. Given $f(x)=\left\{\begin{aligned} \cos x & \text { for } x \in I_{1}=\{x:-\pi<x \leqslant 0\}, \\ -\cos x & \text { for } x \in I_{2}=\{x: 0<x \leqslant \pi\} .\end{aligned}\right.$

Sketch $\tilde{f}$, the periodic extension of $f$, for $x$ in $I_{3}=\{x:-3 \pi \leqslant x \leqslant 3 \pi\}$.
16. Given $f(x)=x+\sin x$ for $x \in I=\{x:-\pi<x \leqslant \pi\}$. Sketch $\tilde{f}$, the periodic extension of $f$, for $x$ in $I_{1}=\{x:-3 \pi \leqslant x<3 \pi\}$.
17. Verify the formulas

$$
\int_{-\pi}^{\pi} \cos m x \cos n x d x=\int_{-\pi}^{\pi} \sin m x \sin n x d x= \begin{cases}\pi & \text { if } m=n, \\ 0 & \text { if } m \neq n .\end{cases}
$$

18. (a) Find the Fourier series for

$$
f(x)=\left\{\begin{aligned}
-\pi / 4 & \text { for } x \in I_{1}=\{x:-\pi \leqslant x<0\}, \\
\pi / 4 & \text { for } x \in I_{2}=\{x: 0 \leqslant x \leqslant \pi\} .
\end{aligned}\right.
$$

(b) Assuming the series in Part (a) converges to $f$ (as standardized), show that
(i) $\frac{\pi}{4}=1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\cdots$.
(ii) $\frac{\pi}{3}=1+\frac{1}{5}-\frac{1}{7}-\frac{1}{11}+\frac{1}{13}+\frac{1}{17}-\cdots$.
(iii) $\frac{\sqrt{3}}{6} \pi=1-\frac{1}{5}+\frac{1}{7}-\frac{1}{11}+\frac{1}{13}-\frac{1}{17}+\cdots$.
19. (a) Find the Fourier series for

$$
f(x)=x+x^{2} \quad \text { for } \quad x \in I=\{x:-\pi \leqslant x \leqslant \pi\} .
$$

(b) Assuming the series in Part (a) converges to $f$ (as standardized), show that $\pi^{2} / 6=\sum_{n=1}^{\infty} 1 / n^{2}$.

### 10.2. Sine Series and Cosine Series; Change of Interval

Suppose that we wish to find the Fourier series of a function $f$ which has domain $J=\{x: 0 \leqslant x \leqslant \pi\}$. Since the Fourier coefficients $a_{n}$ and $b_{n}$ are given in terms of integrals from $-\pi$ to $\pi$, we must somehow change the domain of $f$ to $I=\{x:-\pi \leqslant x \leqslant \pi\}$. We can do this simply by defining $f$ arbitrarily on the subinterval $I^{\prime}=\{x:-\pi \leqslant x<0\}$. Since we are interested in $f$ only on $J$, properties of convergence of the series on $I^{\prime}$ are irrelevant. For example, we may set $f \equiv 0$ on $I^{\prime}$. However, one choice which is useful for many purposes consists in defining $f$ as an even function on $I$. Since $b_{n}=0, n=1,2, \ldots$, for even functions, the Fourier series will have cosine terms only. We call such a series a cosine series and, as the original function has domain $J$, the Fourier expansion is called a half-range series.

A function $f$ defined on $J$ may be extended to $I$ as an odd function. Then $a_{n}=0$ for $n=0,1,2, \ldots$, and the resulting series is called a sine series. We illustrate the process of obtaining cosine and sine series with two examples.

Example 1. Given the function

$$
f(x)= \begin{cases}0 & \text { for } I_{1}=\{x: 0 \leqslant x<\pi / 2\}, \\ 1 & \text { for } I_{2}=\{x: \pi / 2 \leqslant x \leqslant \pi\},\end{cases}
$$

find the cosine series for $f$.
Solution. We extend $f$ as an even function, as shown in Figure 10.4. Then the function is standardized so that $\tilde{f}(\pi / 2)=\tilde{f}(3 \pi / 2)=\tilde{f}(-\pi / 2)=\frac{1}{2}$. Since $\tilde{f}$ is even, we have $b_{n}=0, n=1,2, \ldots$ Also,

$$
a_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \cos n x d x, \quad n=0,1,2, \ldots
$$



Figure 10.4. Extension as an even function.


Figure 10.5. Extension as an odd function.

A simple calculation yields

$$
\begin{aligned}
& a_{0}=1 \\
& a_{n}=\frac{2}{\pi} \int_{\pi / 2}^{\pi} \cos n x d x= \begin{cases}0 & \text { if } n \text { is even, } \\
\frac{2(-1)^{k+1}}{(2 k+1) \pi} & \text { if } n=2 k+1, k=0,1,2, \ldots\end{cases}
\end{aligned}
$$

Therefore

$$
\tilde{f}(x) \sim \frac{1}{2}-\frac{2}{\pi}\left[\frac{\cos x}{1}-\frac{\cos 3 x}{3}+\frac{\cos 5 x}{5}-\cdots\right], \quad x \in I_{1} \cup I_{2} .
$$

Example 2. Find the sine series for the function $f$ for Example 1.
Solution. We extend $f$ as an odd function as shown in Figure 10.5. The standardized function has $\tilde{f}(-3 \pi / 2)=\tilde{f}(\pi / 2)=\cdots=\frac{1}{2}, \tilde{f}(-\pi)=\tilde{f}(\pi)=$ $\cdots=0$, and $\tilde{f}(-\pi / 2)=\tilde{f}(3 \pi / 2)=\cdots=-\frac{1}{2}$. Then $a_{n}=0$ for $n=0,1,2, \ldots$ and

$$
b_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin n x d x=\frac{2}{\pi} \int_{\pi / 2}^{\pi} \sin n x d x
$$

Hence

$$
b_{n}= \begin{cases}\frac{2}{n \pi} & \text { if } n \text { is odd } \\ \frac{2}{k \pi}\left[(-1)^{k}-1\right] & \text { if } n=2 k \text { and } k=1,2, \ldots\end{cases}
$$

Therefore

$$
\begin{aligned}
\tilde{f}(x) \sim & \frac{2}{\pi}\left[\frac{\sin x}{1}-2 \frac{\sin 2 x}{2}+\frac{\sin 3 x}{3}+\frac{\sin 5 x}{5}\right. \\
& \left.-\frac{2 \sin 6 x}{6}+\frac{\sin 7 x}{7}+\cdots\right] \text { for } x \in I_{1} \cup I_{2} .
\end{aligned}
$$

If $f$ is a piecewise smooth function defined on an interval $J=\{x: c-\pi<$ $x<c+\pi\}$, we may form the periodic extension of $f$ and compute the Fourier coefficients $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ according to Formulas (10.4) and (10.5). It is clear that since the trigonometric functions have period $2 \pi$, these coefficients are also given by

$$
a_{n}=\frac{1}{\pi} \int_{c-\pi}^{c+\pi} f(x) \cos n x d x, \quad b_{n}=\frac{1}{\pi} \int_{c-\pi}^{c+\pi} f(x) \sin n x d x .
$$

Example 3. Given $f(x)=x$ for $x \in I=\{x: 0 \leqslant x \leqslant 2 \pi\}$, find the Fourier series for $f$.

Solution. We extend $f$ to be periodic and standardized, as shown in Figure 10.6. We compute the coefficients

$$
a_{0}=\frac{1}{\pi} \int_{0}^{2 \pi} x d x=2 \pi, \quad a_{n}=\frac{1}{\pi} \int_{0}^{2 \pi} x \cos n x d x=0, \quad n=1,2, \ldots
$$

Also,

$$
b_{n}=\frac{1}{\pi} \int_{0}^{2 \pi} x \sin n x d x=-\frac{2}{n}, \quad n=1,2, \ldots
$$



Figure 10.6. Periodic extension of $f(x)=x, 0 \leqslant x \leqslant 2 \pi$.

Therefore

$$
x \sim \pi-2 \sum_{n=1}^{\infty} \frac{\sin n x}{n} \text { for } 0<x<2 \pi
$$

A function $f$ which is piecewise smooth on an interval $I=\{x:-L \leqslant x \leqslant L\}$ for some number $L>0$ can be represented by a modified Fourier series. We introduce a change of variable and define $y$ and $g(y)$ by the relations

$$
y=\frac{\pi x}{L}, \quad f(x)=f\left(\frac{L y}{\pi}\right)=g(y)=g\left(\frac{\pi x}{L}\right)
$$

The transformation maps $I$ onto $I^{\prime}=\{x:-\pi \leqslant x \leqslant \pi\}$, and then $g$ is a piecewise smooth function on $I^{\prime}$. Therefore

$$
\begin{equation*}
g(y) \sim \frac{a_{0}}{2}+\sum_{n=1}^{\infty}\left(a_{n} \cos n y+b_{n} \sin n y\right), \quad y \in I^{\prime} \tag{10.6}
\end{equation*}
$$

with

$$
a_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} g(y) \cos n y d y, \quad b_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} g(y) \sin n y d y .
$$

Returning to the variable $x$ and the function $f$, we get the formulas for the coefficients $a_{n}, b_{n}$ of the modified series which correspond to those in Theorem 10.1:

$$
a_{n}=\frac{1}{L} \int_{-L}^{L} f(x) \cos \frac{n \pi x}{L} d x, \quad b_{n}=\frac{1}{L} \int_{-L}^{L} f(x) \sin \frac{n \pi x}{L} d x .
$$

Series (10.6) becomes

$$
f(x) \sim \frac{a_{0}}{2}+\sum_{n=1}^{\infty}\left(a_{n} \cos \frac{n \pi x}{L}+b_{n} \sin \frac{n \pi x}{L}\right), \quad x \in I .
$$

Example 4. Given

$$
f(x)= \begin{cases}x+1 & \text { for } x \in I_{1}=\{x:-1 \leqslant x<0\} \\ x-1 & \text { for } x \in I_{2}=\{x: 0 \leqslant x \leqslant 1\}\end{cases}
$$

find the Fourier series of $f$ on $I=I_{1} \cup I_{2}$.
Solution. The graph of the (standardized) periodic extension of $f$ is shown in Figure 10.7. Observe that $f$ is odd and so $a_{n}=0$ for $n=0,1,2, \ldots$ Also,

$$
b_{n}=2 \int_{0}^{1}(x-1) \sin n \pi x d x=-\frac{2}{n \pi}, \quad n=1,2, \ldots
$$

We find

$$
f(x) \sim-\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{\sin n \pi x}{n} \text { for } x \in I .
$$



Figure 10.7. A standardized periodic extension.

## Problems

In each of Problems 1 through 4 expand each function $f$ in a cosine series. Sketch the standardized extension of $f$.

1. $f(x)= \begin{cases}1 & \text { for } x \in I_{1}=\{x: 0 \leqslant x<\pi / 2\}, \\ 0 & \text { for } x \in I_{2}=\{x: \pi / 2 \leqslant x \leqslant \pi\} .\end{cases}$
2. $f(x)=\sin x$ for $x \in I=\{x: 0 \leqslant x \leqslant \pi\}$.
3. $f(x)=x$ for $x \in I=\{x: 0 \leqslant x \leqslant \pi\}$.
4. $f(x)=x^{3}$ for $x \in I=\{x: 0 \leqslant x \leqslant \pi\}$.

In each of Problems 5 through 8 expand each function $f$ in a sine series. Sketch the standardized extension of $f$.
5. $f(x)=\left\{\begin{aligned} 1 & \text { for } x \in I_{1}=\{x: 0 \leqslant x<\pi / 2\}, \\ -1 & \text { for } x \in I_{2}=\{x: \pi / 2 \leqslant x \leqslant \pi\} .\end{aligned}\right.$
6. $f(x)=\cos x$ for $x \in I=\{x: 0 \leqslant x \leqslant \pi\}$.
7. $f(x)=x$ for $x \in I=\{x: 0 \leqslant x \leqslant \pi\}$.
8. $f(x)=x^{3}$ for $x \in I=\{x: 0 \leqslant x \leqslant \pi\}$.

In each of Problems 9 through 12 find the Fourier series of the function $f$ on the interval $I=\{x:-L<x<L\}$.
9. $f(x)=\left\{\begin{aligned} 1 & \text { for } x \in I_{1}=\{x:-2 \leqslant x<0\}, \\ -1 & \text { for } x \in I_{2}=\{x: 0 \leqslant x \leqslant 2\} .\end{aligned}\right.$
10. $f(x)= \begin{cases}0 & \text { for } x \in I_{1}=\{x:-2 \leqslant x<0\}, \\ x & \text { for } x \in I_{2}=\{x: 0 \leqslant x \leqslant 2\} .\end{cases}$
11. $f(x)=x^{2}$ for $x \in I=\{x:-1 \leqslant x \leqslant 1\}$.
12. $f(x)=1-|x|$ for $x \in I=\{x:-1 \leqslant x \leqslant 1\}$.
13. Suppose $f$ is an odd function for $x \in I=\{x:-L<x<L\}$. In addition, suppose $f(L-x)=f(x)$ for $x \in I$. Prove that the Fourier coefficients $b_{n}=0$ for all even $n$.
14. Suppose $f$ is an odd function for $x \in I=\{x:-L<x<L\}$, and that $f(L-x)=$ $-f(x)$ for $x \in I$. Prove that the Fourier coefficients $b_{n}=0$ for all odd $n$.

### 10.3. Convergence Theorems

It is important to establish simple criteria which determine when a Fourier series converges. In this section we show how to obtain large classes of functions with the property that for each value of $x$ in the domain of a function $f$, the Fourier series converges to $f(x)$.

Before establishing the next result which is useful throughout the study of Fourier series, we exhibit two simple facts about integrals. The first states that there are functions $f$ which are not integrable but are such that $f^{2}$ is integrable. To see this we set $I=\{x: 0 \leqslant x \leqslant 1\}$ and define

$$
f(x)=\left\{\begin{aligned}
1 & \text { if } x \in I \text { and } x \text { is rational, } \\
-1 & \text { if } x \in I \text { and } x \text { is irrational. }
\end{aligned}\right.
$$

Then every upper Darboux sum is 1 and every lower Darboux sum is -1 . Thus $f$ is not integrable. On the other hand, $f^{2}(x) \equiv 1$ for all $x \in I$, and $f^{2}$ is integrable. The second fact states that if $f$ is integrable on $I=\{x: a \leqslant x \leqslant b\}$, then $f^{2}$ is also integrable. To see this we observe that $f$ is bounded on $I$ and define $M$ to be the l.u.b. ${ }_{x \in I} f(x)$. Then using Darboux sums with the usual notation

$$
\begin{aligned}
S^{+}\left(f^{2}, \Delta\right)-S^{-}\left(f^{2}, \Delta\right) & =\sum_{i=1}^{n}\left(M_{i}^{2}-m_{i}^{2}\right) \Delta_{i} x \\
& =\sum_{i=1}^{n}\left(M_{i}+m_{i}\right)\left(M_{i}-m_{i}\right) \Delta_{i} x \\
& \leqslant 2 M \sum_{i=1}^{n}\left(M_{i}-m_{i}\right) \Delta_{i} x .
\end{aligned}
$$

Since $f$ is integrable on $I$, the sum on the right tends to zero as $n \rightarrow \infty$ and $\|\Delta\| \rightarrow 0$. Hence $f^{2}$ is integrable.

We note at this point that in the study of integrals for unbounded functions which we take up in Chapter 11, it may happen that a function $f$ (unbounded) may be integrable while $f^{2}$ is not integrable.

Theorem 10.2 (Bessel's inequality). Suppose that $f$ is integrable on $I=\{x$ : $-\pi \leqslant x \leqslant \pi\}$. Let

$$
\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)
$$

be the Fourier series of $f$. Then

$$
\begin{equation*}
\frac{1}{2} a_{0}^{2}+\sum_{n=1}^{\infty}\left(a_{n}^{2}+b_{n}^{2}\right) \leqslant \frac{1}{\pi} \int_{-\pi}^{\pi} f^{2}(x) d x \quad \text { (Bessel's inequality). } \tag{10.7}
\end{equation*}
$$

Proof. Denote the $n$th partial sum of the Fourier series by $s_{n}(x)$; that is,

$$
s_{n}(x)=\frac{1}{2} a_{0}+\sum_{k=1}^{n}\left(a_{k} \cos k x+b_{k} \sin k x\right)
$$

Now write

$$
\begin{equation*}
\int_{-\pi}^{\pi}\left[f(t)-s_{n}(t)\right]^{2} d t=\int_{-\pi}^{\pi} f^{2}(t) d t-2 \int_{-\pi}^{\pi} f(t) s_{n}(t) d t+\int_{-\pi}^{\pi} s_{n}^{2}(t) d t \tag{10.8}
\end{equation*}
$$

From the definition of the Fourier coefficients, it follows that

$$
\begin{equation*}
\frac{1}{2} a_{0}^{2}+\sum_{k=1}^{n}\left(a_{k}^{2}+b_{k}^{2}\right)=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) s_{n}(t) d t \tag{10.9}
\end{equation*}
$$

Also, by multiplying out the terms of $s_{n}^{2}(t)$ and taking into account the orthogonality relations of the trigonometric functions, we verify that

$$
\begin{equation*}
\int_{-\pi}^{\pi} s_{n}^{2}(t) d t=\int_{-\pi}^{\pi} f(t) s_{n}(t) d t \tag{10.10}
\end{equation*}
$$

Therefore (10.8), (10.9), and (10.10) may be combined to give
$0 \leqslant \int_{-\pi}^{\pi}\left[f(t)-s_{n}(t)\right]^{2} d t=\int_{-\pi}^{\pi} f^{2}(t) d t-\pi\left\{\frac{1}{2} a_{0}^{2}+\sum_{k=1}^{n}\left(a_{k}^{2}+b_{k}^{2}\right)\right\}$.
Since $f^{2}$ is integrable we may let $n$ tend to infinity in (10.11) and obtain

$$
\frac{1}{2} a_{0}^{2}+\sum_{k=1}^{\infty}\left(a_{k}^{2}+b_{k}^{2}\right) \leqslant \frac{1}{\pi} \int_{-\pi}^{\pi} f^{2}(t) d t<\infty
$$

Bessel's inequality shows that $a_{n}$ and $b_{n}$ tend to zero as $n \rightarrow \infty$ for any function whose square is integrable on $I=\{x:-\pi \leqslant x \leqslant \pi\}$.

An expression which occurs frequently in the study of convergence of Fourier series is the Dirichlet kernel $D_{\boldsymbol{n}}$ defined by

$$
D_{n}: x \rightarrow \frac{\sin \left(n+\frac{1}{2}\right) x}{2 \sin \frac{1}{2} x}
$$

By using the trigonometric identity

$$
2 \sin \frac{1}{2} x \cos k x=\sin \left(k+\frac{1}{2}\right) x+\sin \left(k-\frac{1}{2}\right) x
$$

it is easy to verify that

$$
\begin{equation*}
\frac{1}{2}+\sum_{k=1}^{n} \cos k x \equiv \frac{\sin \left(n+\frac{1}{2}\right) x}{2 \sin \frac{1}{2} x}=D_{n}(x) . \tag{10.12}
\end{equation*}
$$

Thus the Dirichlet kernel has the following properties:
(i) $D_{n}(x)$ is an even function of $x$.
(ii) $\int_{-\pi}^{\pi} D_{n}(x) d x=\pi$.
(iii) $D_{n}$ has period $2 \pi$.

Lemma 10.1. Suppose that $s_{n}$ is the nth partial sum of the Fourier series of a piecewise continuous function $f$ with period $2 \pi$. Then

$$
\begin{align*}
s_{n}(x)-\frac{1}{2}[f(x+)+f(x-)]= & \frac{1}{\pi} \int_{0}^{\pi}[f(x+u)-f(x+)] D_{n}(u) d u \\
& +\frac{1}{\pi} \int_{0}^{\pi}[f(x-u)-f(x-)] D_{n}(u) d u . \tag{10.13}
\end{align*}
$$

Proof. Since $s_{n}(x)=\frac{1}{2} a_{0}+\sum_{k=1}^{n}\left(a_{k} \cos k x+b_{k} \sin k x\right)$, we may insert the formulas for $a_{k}$ and $b_{k}$ to get

$$
\begin{aligned}
s_{n}(x) & =\frac{1}{\pi} \int_{-\pi}^{\pi} f(t)\left[\frac{1}{2}+\sum_{k=1}^{n}(\cos k t \cos k x+\sin k t \sin k x)\right] d t \\
& =\frac{1}{\pi} \int_{-\pi}^{\pi} f(t)\left[\frac{1}{2}+\sum_{k=1}^{n} \cos k(t-x)\right] d t .
\end{aligned}
$$

We set $t=x+u$ in the above integral, obtaining

$$
s_{n}(x)=\frac{1}{\pi} \int_{-\pi-x}^{\pi-x} f(x+u)\left[\frac{1}{2}+\sum_{k=1}^{n} \cos k u\right] d u=\frac{1}{\pi} \int_{-\pi-x}^{\pi-x} f(x+u) D_{n}(u) d u
$$

Since $D_{n}$ and $f$ are periodic with period $2 \pi$, the interval of integration may be changed to $I=\{u:-\pi<u<\pi\}$. Therefore

$$
s_{n}(x)=\frac{1}{\pi} \int_{-\pi}^{0} f(x+v) D_{n}(v) d v+\frac{1}{\pi} \int_{0}^{\pi} f(x+u) D_{n}(u) d u .
$$

We replace $v$ by $-u$ in the first integral (recalling that $D_{n}(-v)=D_{n}(v)$ ), and hence

$$
s_{n}(x)=\frac{1}{\pi} \int_{0}^{\pi}[f(x+u)+f(x-u)] D_{n}(u) d u
$$

Then taking Property (ii) of $D_{n}$ into account, we obtain (10.13).
Theorem 10.3. Suppose that $f$ is piecewise smooth, standardized, and periodic with period $2 \pi$. Then the Fourier series of $f$ converges to $f(x)$ for each $x$.

Proof. For each value of $x$, we shall show that $s_{n}(x)-f(x) \rightarrow 0$ as $n \rightarrow \infty$. We write (10.13) of Lemma 10.1 in the form

$$
s_{n}(x)-f(x)=\frac{1}{\pi} \int_{0}^{\pi}[f(x+u)-f(x+)] D_{n}(u) d u
$$

$$
\begin{aligned}
& +\frac{1}{\pi} \int_{0}^{\pi}[f(x-u)-f(x-)] D_{n}(u) d u \\
\equiv & S_{n}(x)+T_{n}(x)
\end{aligned}
$$

From the definition of $D_{n}(u)$, it follows that

$$
\begin{align*}
T_{n}(x) & =\frac{1}{\pi} \int_{0}^{\pi} \frac{f(x-u)-f(x-)}{2 \sin \frac{1}{2} u} \sin \left(n+\frac{1}{2}\right) u d u \\
& =\frac{1}{\pi} \int_{0}^{\pi} \frac{f(x-u)-f(x-)}{2 \sin \frac{1}{2} u}\left(\sin n u \cos \frac{1}{2} u+\cos n u \sin \frac{1}{2} u\right) d u . \tag{10.14}
\end{align*}
$$

Define $g_{1}$ and $g_{2}$ by the formulas

$$
\begin{aligned}
& g_{1}(x, u)=\frac{f(x-u)-f(x-)}{2 \sin \frac{1}{2} u} \cos \frac{1}{2} u, \\
& g_{2}(x, u)=\frac{1}{2}(f(x-u)-f(x-)) .
\end{aligned}
$$

Then $g_{1}$ and $g_{2}$ are piecewise smooth except possibly for $g_{1}$ at $u=0$. However, l'Hôpital's rule, shows that

$$
g_{1}(x, 0+)=-f^{\prime}(x-)
$$

and so $g_{1}$ is piecewise smooth everywhere. We now write (10.14) in the form

$$
T_{n}(x)=\frac{1}{\pi} \int_{0}^{\pi}\left(g_{1}(x, u) \sin n u+g_{2}(x, u) \cos n u\right) d u
$$

and we see that the right side is the $n$th Fourier coefficient of the sine series for $\frac{1}{2} g_{1}$ plus the $n$th coefficient of the cosine series for $\frac{1}{2} g_{2}$. According to Bessel's inequality, these coefficients tend to 0 as $n \rightarrow \infty$. Hence $T_{n}(x) \rightarrow 0$ as $n \rightarrow \infty$. Similarly, $S_{n}(x) \rightarrow 0$ as $n \rightarrow \infty$.

A criterion for convergence which is less restrictive than Theorem 10.3 can be obtained with the aid of the following lemma, which has a number of important applications.

Theorem 10.4 (Riemann-Lebesgue lemma). Let $f$ be defined on $I=$ $\{x:-\pi \leqslant x \leqslant \pi\}$, and suppose that $|f|$ is integrable on I. Let $\left\{a_{n}\right\},\left\{b_{n}\right\}$ be the Fourier coefficients of $f$. Then $a_{n}, b_{n} \rightarrow 0$ as $n \rightarrow \infty$.

Proof. The main consideration occurs when $|f|$ is integrable in an improper sense. ${ }^{1}$ (Otherwise $f^{2}$ is also integrable and Bessel's inequality yields the result.)

[^15]For any positive number $N$ we define

$$
f_{N}(x)= \begin{cases}f(x) & \text { if }|f(x)| \leqslant N \\ 0 & \text { if }|f(x)|>N\end{cases}
$$

Then from the definition of an improper integral, for any $\varepsilon>0$, there is an $N$ sufficiently large so that

$$
\int_{-\pi}^{\pi}\left|f(x)-f_{N}(x)\right| d x<\frac{1}{2} \varepsilon
$$

Since $\left|f_{N}(x)\right|$ is bounded by $N$ it follows that

$$
\int_{-\pi}^{\pi}\left|f_{N}(x)\right|^{2} d x \leqslant N \int_{-\pi}^{\pi}\left|f_{N}(x)\right| d x \leqslant N \int_{-\pi}^{\pi}|f(x)| d x<\infty
$$

Therefore by Bessel's inequality the Fourier coefficients for $f_{N}(x)$ tend to 0 as $n \rightarrow \infty$. That is, for any $\varepsilon>0$, there is an $n_{0}$ such that

$$
\left|\int_{-\pi}^{\pi} f_{N}(x) \cos n x d x\right|<\frac{1}{2} \varepsilon, \quad\left|\int_{-\pi}^{\pi} f_{N}(x) \sin n x d x\right|<\frac{1}{2} \varepsilon \quad \text { for } \quad n>n_{0}
$$

Consequently, for $n>n_{0}$ and $N$ sufficiently large

$$
\begin{aligned}
& \left|\int_{-\pi}^{\pi} f(x) \cos n x d x\right| \\
& \quad \leqslant\left|\int_{-\pi}^{\pi} f_{N}(x) \cos n x d x\right|+\left|\int_{-\pi}^{\pi}\left(f(x)-f_{N}(x)\right) \cos n x d x\right| \\
& \quad \leqslant \frac{1}{2} \varepsilon+\int_{-\pi}^{\pi}\left|f(x)-f_{N}(x)\right| \cdot|\cos n x| d x<\frac{1}{2} \varepsilon+\frac{1}{2} \varepsilon=\varepsilon .
\end{aligned}
$$

The result for the sine coefficients is obtained in the same way.
With the aid of the Riemann-Lebesgue lemma we establish the following criterion for convergence of Fourier series which is somewhat more general than Theorem 10.3.

Theorem 10.5 (Dini's test). Suppose that $f$ is standardized, periodic with period $2 \pi$, and that the integrals

$$
\begin{equation*}
\int_{-\pi}^{\pi}\left|\frac{f(x+u)-f(x+)}{\sin \frac{1}{2} u}\right| d u, \quad \int_{-\pi}^{\pi}\left|\frac{f(x-u)-f(x-)}{\sin \frac{1}{2} u}\right| d u \tag{10.15}
\end{equation*}
$$

are finite for some value of $s$. Then the Fourier series of $f$ converges to $f(x)$.
Proof. We repeat the proof of Theorem 10.3 until Equation (10.14). Then because the integrals in (10.15) are finite we can apply the Riemann-Lebesgue lemma to the functions $g_{1}$ and $g_{2}$ defined in the proof of Theorem 10.3. Since $f$ is assumed standardized, we conclude that $f(x)-s_{n}(x) \rightarrow 0$ as $n \rightarrow \infty$.

## Remarks

(i) Since the quantity $\left|\left(\sin \frac{1}{2} u\right) / u\right|$ is bounded, the Conditions (10.15) may be replaced by

$$
\begin{align*}
& \int_{-\pi}^{\pi}\left|\frac{f(x+u)-f(x+)}{u}\right| d u<\infty \\
& \int_{-\pi}^{\pi}\left|\frac{f(x-u)-f(x-)}{u}\right| d u<\infty \tag{10.16}
\end{align*}
$$

(ii) It is important to have simple criteria on $f$ itself, rather than a condition such as (10.16) which is usually difficult to verify. Observe that if $f$ has $a$ bounded derivative, then the integrals in (10.16) are certainly finite, in fact bounded by

$$
2 \pi \max _{-\pi \leqslant x \leqslant \pi}\left|f^{\prime}(x)\right|
$$

(iii) A function is Hölder continuous if and only if for each $x$, there are constants $M$ and $\alpha$ with $0<\alpha \leqslant 1$ such that

$$
|f(x)-f(y)| \leqslant M|x-y|^{\alpha}
$$

for all $y$ in $I=\{y:-\pi \leqslant y \leqslant \pi\}$. If $f$ is Hölder continuous, then the integrals in (10.16) are bounded by an integral of the form

$$
A \int_{-\pi}^{\pi}|u|^{\alpha-1} d u
$$

Such an integral is finite so long as $\alpha$ is positive, and we note that any Hölder continuous function satisfies Condition (10.16).

It is useful to know when Fourier series can be differentiated and integrated term by term. For this purpose the following lemma is useful.

Lemma 10.2. Suppose that $f$ has period $2 \pi$ and is piecewise smooth. Then its Fourier coefficients $a_{n}, b_{n}, n=1,2, \ldots$, satisfy the inequalities

$$
\left|a_{n}\right| \leqslant \frac{C}{n}, \quad\left|b_{n}\right| \leqslant \frac{C}{n}, \quad n=1,2, \ldots
$$

where $C$ is a constant which depends only on $f$.
Proof. Suppose the jumps of $f$ occur at $-\pi=x_{0}<x_{1}<\cdots<x_{r-1}<x_{r}=\pi$. Then

$$
a_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \cos n t d t=\frac{1}{\pi} \sum_{i=1}^{r} \int_{x_{i-1}}^{x_{i}} f(t) \cos n t d t .
$$

We may integrate by parts, and obtain

$$
a_{n}=\frac{1}{\pi} \sum_{i=1}^{r}\left[\frac{f(t) \sin n t}{n}\right]_{x_{i-1}}^{x_{i}}-\frac{1}{\pi} \sum_{i=1}^{r} \frac{1}{n} \int_{x_{i-1}}^{x_{i}} f^{\prime}(x) \sin n t d t .
$$

Since $f$ and $f^{\prime}$ are bounded, we obtain at once the estimate for $a_{n}$. The result for $b_{n}$ is similar.

Corollary. Suppose that $f$ and its first $p-2$ derivatives are periodic with period $2 \pi$, and $f^{(p-1)}$ is piecewise smooth. Then the Fourier coefficients $a_{n}, b_{n}$ of $f$ satisfy the inequalities

$$
\left|a_{n}\right| \leqslant \frac{C}{n^{p}}, \quad\left|b_{n}\right| \leqslant \frac{C}{n^{p}}, \quad n=1,2, \ldots,
$$

where $C$ does not depend on $n$.
To establish the Corollary we follow the method in the proof of Lemma 10.2 , integrating by parts $p$ times. The Corollary shows that the more derivatives a function possesses, the more rapidly its Fourier series converges.

Theorem 10.6 (Term-by-term differentiation of Fourier series). Suppose that $f$ is continuous everywhere and periodic with period $2 \pi$. Suppose that $f^{\prime}$ is piecewise smooth and standardized. Then
(i) The series obtained by differentiating the Fourier series for $f$ term by term converges at every point to $f^{\prime}(x)$.
(ii) The Fourier series of $f$ converges uniformly to $f(x)$ for all $x$.

Proof. Let the jumps of $f^{\prime}$ occur at $-\pi=x_{0}<x_{1}<\cdots<x_{r-1}<x_{r}=\pi$. Define

$$
g(x)=\int_{-\pi}^{x} f^{\prime}(t) d t
$$

and observe that $g$ is continuous. Also, since $g^{\prime}-f^{\prime} \equiv 0$ for $x_{i-1}<x<x_{i}$, $i=1,2, \ldots, r$, the function $g-f$ must be constant on each subinterval. Since $g$ and $f$ are both continuous, $g-f$ is identically constant. Denote the Fourier coefficients of $f^{\prime}$ by $A_{n}, B_{n}$. For $n=1,2, \ldots$, we write

$$
a_{n}=\frac{1}{\pi} \sum_{i=1}^{r} \int_{x_{i-1}}^{x_{i}} f(t) \cos n t d t
$$

We integrate by parts, obtaining

$$
\begin{aligned}
a_{n} & =\frac{1}{\pi} \sum_{i=1}^{r} \frac{f\left(x_{i}\right) \sin n x_{i}-f\left(x_{i-1}\right) \sin n x_{i-1}}{n}-\frac{1}{n \pi} \sum_{i=1}^{r} \int_{x_{i-1}}^{x_{i}} f^{\prime}(t) \sin n t d t \\
& =\frac{-1}{n \pi} \int_{-\pi}^{\pi} f^{\prime}(t) \sin n t d t=-\frac{B_{n}}{n} .
\end{aligned}
$$

Similarly, we find

$$
b_{n}=\frac{A_{n}}{n}
$$

Differentiation of the series

$$
f(x)=\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)
$$

term by term yields the Fourier series for $f^{\prime}$. The fact that the Fourier series for $f^{\prime}$ converges follows from Theorem 10.3.

To show that the Fourier series for $f$ converges uniformly, we apply the Corollary to Lemma 10.2 to obtain

$$
\left|\sum_{n=1}^{\infty} a_{n} \cos n x+b_{n} \sin n x\right| \leqslant 2 C \sum_{n=1}^{\infty} \frac{1}{n^{2}} .
$$

Since the series of constants on the right converges, the Fourier series converges uniformly.

Theorem 10.7 (Term-by-term integration of Fourier series). Suppose that $f$ is piecewise smooth everywhere and periodic with period $2 \pi$. Assume that the Fourier coefficient $a_{0}$ is zero, and define

$$
F(x)=\int_{-\pi}^{x} f(t) d t
$$

Then the Fourier series for $F$ is obtained by integrating term by term the Fourier series for $f$, except for the constant term $A_{0}$ which is given by

$$
A_{0}=-\frac{1}{\pi} \int_{-\pi}^{\pi} x f(x) d x
$$

Proof. The condition $a_{0}=0$ is required in order that $F$ have period $2 \pi$. The relationship between the Fourier series for $F$ and that for $f$ now follows from Theorem 10.6. To find $A_{0}$, observe that

$$
\begin{aligned}
A_{0} & =\frac{1}{\pi} \int_{-\pi}^{\pi} \int_{-\pi}^{x} f(t) d t d x=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t)\left[\int_{t}^{\pi} d x\right] d t \\
& =\frac{1}{\pi} \int_{-\pi}^{\pi}(\pi-t) f(t) d t=-\frac{1}{\pi} \int_{-\pi}^{\pi} t f(t) d t
\end{aligned}
$$

## Remarks

(i) If a function $f$ does not have the property that $a_{0}=0$, we define $g(x)=$ $f(x)-\frac{1}{2} a_{0}$, to which Theorem 10.7 will apply.
(ii) Theorem 10.7 does not require the uniform convergence of the derivative series $F^{\prime}(x)=f(x)$. In general, integrated series will have better rates of convergence than the series itself.

Example. In Example 1 of Section 10.1, we established the expansion

$$
f(x)=x=2 \sum_{n=1}^{\infty} \frac{(-1)^{n-1} \sin n x}{n}, \quad x \in I=\{x:-\pi<x<\pi\} .
$$

Use this result to find the Fourier series for $F: x \rightarrow x^{2}$ on $I$.
Solution. We have $a_{0}=0$ in the expansion of $f$ and the function is piecewise smooth everywhere. Therefore Theorem 10.7 applies. Set

$$
F_{1}^{\prime}(x)=4 \sum_{n=1}^{\infty} \frac{(-1)^{n-1} \sin n x}{n}
$$

where $F_{1}(x)=x^{2}-\pi^{2}$. Then

$$
F(x)=\frac{\pi^{2}}{3}+4 \sum_{n=1}^{\infty} \frac{(-1)^{n} \cos n x}{n^{2}} .
$$

## Problems

1. Find the Fourier expansion of $f: x \rightarrow(1 / 3)\left(\pi^{2} x-x^{3}\right)$ on $I=\{x:-\pi \leqslant x \leqslant \pi\}$ and show that $\sum_{n=1}^{\infty} n^{-6}=\pi^{6} / 945$.
2. Use Theorem 10.7 to find the Fourier expansion for $f: x \rightarrow|x|$ on $I=\{x:-\pi \leqslant$ $x \leqslant \pi\}$.
3. Find the Fourier expansion for $f$ given by

$$
f: x \rightarrow\left\{\begin{array}{rr}
\frac{1}{2}\left(x^{2}-\pi x\right), & 0 \leqslant x \leqslant \pi, \\
-\frac{1}{2}\left(x^{2}+\pi x\right), & -\pi \leqslant x \leqslant 0 .
\end{array}\right.
$$

4. Using the result of Problem 1, find the Fourier series of $f: x \rightarrow(1 / 12)\left(\pi^{2}-x^{2}\right)^{2}$ on $I=\{x:-\pi \leqslant x \leqslant \pi\}$.
5. Find the Fourier series of the functions $f$ and $F$ given by
$F: x \rightarrow\left\{\begin{aligned} f: x \rightarrow|\sin x|, & -\pi \leqslant x \leqslant \pi, \\ -1+\cos x-\frac{2}{\pi} x & \text { for } I_{1}=\{x:-\pi \leqslant x \leqslant 0\}, \\ 1-\cos x-\frac{2}{\pi} x & \text { for } I_{2}=\{x: 0 \leqslant x \leqslant \pi\} .\end{aligned}\right.$
6. Find the Fourier series for $f$ given by

$$
f: x \rightarrow \begin{cases}-(\pi+x) & \text { for } I_{1}=\left\{x:-\pi \leqslant x \leqslant-\frac{1}{2} \pi\right\} \\ x & \text { for } I_{2}=\left\{x:-\frac{1}{2} \pi \leqslant x \leqslant \frac{1}{2} \pi\right\} \\ \pi-x & \text { for } I_{3}=\left\{x: \frac{1}{2} \pi \leqslant x \leqslant \pi\right\}\end{cases}
$$

7. Suppose that $f$, periodic with period $2 \pi$, possesses continuous derivatives of all orders for $-\infty<x<\infty$. Let $a_{n}, b_{n}$ be the Fourier coefficients of $f$. What can be said about the ratios $a_{n} / n^{k}, b_{n} / n^{k}$ as $n \rightarrow \infty$ where $k$ is a positive integer?
8. Given the function $f: x \rightarrow x|x|$ for $x \in I=\{x:-\pi<x<\pi\}$. How many continuous derivatives does $f$ have on $I$ ?
9. Sketch the graph of $D_{n}(x)$ for $n=4$ and $x \in I=\{x:-\pi<x<\pi\}$.
10. Find the value of $\lim _{n \rightarrow \infty} \int_{0}^{\pi / 6} D_{n}(x) d x$.
11. Find the maximum value of $D_{n}(x)$ for $x \in I=\{x:-\pi<x<\pi\}$.
12. Given

$$
f(x)= \begin{cases}0 & \text { for } x \in I_{1}=\{x:-\pi<x<0\}, \\ \sin x & \text { for } x \in I_{2}=\{x: 0<x<\pi\} .\end{cases}
$$

(a) Find the Fourier series for $f$.
(b) By integrating the result in (a) obtain the Fourier series for

$$
F(x)= \begin{cases}0 & \text { for } x \in I_{1}, \\ 1-\cos x & \text { for } x \in I_{2} .\end{cases}
$$

## Functions Defined by Integrals; Improper Integrals

### 11.1. The Derivative of a Function Defined by an Integral; the Leibniz Rule

The solutions of problems in differential equations, especially those which arise in physics and engineering, are frequently given in terms of integrals. Most often either the integrand of the integral representing the solution is unbounded or the domain of integration is an unbounded set. In this chapter we develop rules for deciding when it is possible to interchange the processes of differentiation and integration - commonly known as differentiation under the integral sign. When the integrand becomes infinite at one or more points or when the interval of integration is infinite, a study of the convergence of the integral is needed in order to determine whether or not the differentiation process is allowable. We establish the required theorems for bounded functions and domains in this section and treat the unbounded case in Sections 11.2 and 11.3.

Let $f$ be a function with domain a rectangle $R=\{(x, t): a \leqslant x \leqslant b$, $c \leqslant t \leqslant d\}$ in $\mathbb{R}^{2}$ and with range in $\mathbb{R}^{1}$. Let $I$ be the interval $\{x: a \leqslant x \leqslant b\}$ and form the function $\phi: I \rightarrow \mathbb{R}^{1}$ by the formula

$$
\begin{equation*}
\phi(x)=\int_{c}^{d} f(x, t) d t \tag{11.1}
\end{equation*}
$$

We now seek conditions under which we can obtain the derivative $\phi^{\prime}$ by differentiation of the integrand in (11.1). The basic formula is given in the following result.

Theorem 11.1 (Leibniz's rule). Suppose that $f$ and $f_{, 1}$ are continuous on the rectangle $R$ and that $\phi$ is defined by (11.1). Then

$$
\begin{equation*}
\phi^{\prime}(x)=\int_{c}^{d} f_{, 1}(x, t) d t, \quad a<x<b \tag{11.2}
\end{equation*}
$$

Proof. Form the difference quotient

$$
\frac{\phi(x+h)-\phi(x)}{h}=\frac{1}{h} \int_{c}^{d}[f(x+h, t)-f(x, t)] d t .
$$

Observing that

$$
f(x+h, t)-f(x, t)=\int_{x}^{x+h} f_{, 1}(z, t) d z
$$

we have

$$
\begin{equation*}
\frac{\phi(x+h)-\phi(x)}{h}=\frac{1}{h} \int_{c}^{d} \int_{x}^{x+h} f_{, 1}(z, t) d z d t \tag{11.3}
\end{equation*}
$$

Since $f_{, 1}$ is continuous on the closed, bounded set $R$, it is uniformly continuous there. Hence, if $\varepsilon>0$ is given, there is a $\delta>0$ such that

$$
\left|f_{, 1}(z, t)-f_{, 1}(x, t)\right|<\frac{\varepsilon}{d-c}
$$

for all $t$ such that $c \leqslant t \leqslant d$ and all $z$ such that $|z-x|<\delta$. We now use the artifice

$$
\begin{equation*}
\int_{c}^{d} f_{, 1}(x, t) d t=\frac{1}{h} \int_{c}^{d} \int_{x}^{x+h} f_{, 1}(x, t) d z d t \tag{11.4}
\end{equation*}
$$

which is valid because $z$ is absent in the integrand on the right. Subtracting (11.4) from (11.3), we find

$$
\begin{align*}
& \left|\frac{\phi(x+h)-\phi(x)}{h}-\int_{c}^{d} f_{, 1}(x, t) d t\right| \\
& \quad=\left|\int_{c}^{d}\left\{\frac{1}{h} \int_{x}^{x+h}\left[f_{, 1}(z, t)-f_{, 1}(x, t)\right] d z\right\} d t\right| \tag{11.5}
\end{align*}
$$

Now if $|h|$ is so small that $|z-x|<\delta$ in the integrand on the right side of (11.5), it follows that

$$
\begin{aligned}
& \left|\frac{\phi(x+h)-\phi(x)}{h}-\int_{c}^{d} f_{1}(x, t) d t\right| \\
& \leqslant \int_{c}^{d}\left|\frac{1}{h} \int_{x}^{x+h} \frac{\varepsilon}{d-c} d z\right| d t=\frac{\varepsilon}{d-c} \cdot(d-c)=\varepsilon .
\end{aligned}
$$

Since $\varepsilon$ is arbitrary, the left side of the above inequality tends to 0 as $h \rightarrow 0$. Formula (11.2) is the result.

If the function $f$ in (11.1) can be integrated explicitly with respect to $t$, then finding the derivative of $\phi$ is a straightforward computation. However, there are situations in which $f$ cannot be integrated, but $f_{1}$ can. The next example illustrates this point.

Example 1 . Define $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{1}$ by

$$
f:(x, t) \rightarrow \begin{cases}(\sin x t) / t & \text { for } t \neq 0 \\ x & \text { for } t=0\end{cases}
$$

Find $\phi^{\prime}$ where $\phi(x)=\int_{0}^{\pi / 2} f(x, t) d t$.
Solution. We have

$$
\lim _{t \rightarrow 0} \frac{\sin x t}{t}=x \lim _{t \rightarrow 0} \frac{\sin (x t)}{(x t)}=x \cdot 1=x
$$

and so $f$ is continuous on $A \equiv\{(x, t)$ : $-\infty<x<\infty, 0 \leqslant t \leqslant \pi / 2\}$. Also,

$$
f_{, 1}(x, t)= \begin{cases}\cos x t & \text { for } t \neq 0 \\ 1 & \text { for } t=0\end{cases}
$$

Hence $f_{, 1}$ is continuous on $A$. We apply Leibniz's rule and find

$$
\phi^{\prime}(x)=\int_{0}^{\pi / 2} \cos x t d t=\frac{\sin (\pi / 2) x}{x}, \quad x \neq 0
$$

and so $\phi^{\prime}(0)=\pi / 2$. Observe that the expression for $\phi(x)$ cannot be integrated.

We now take up an important extension of Leibniz's rule. Suppose that $f$ is defined as before and, setting $I=\{x: a \leqslant x \leqslant b\}$ and $J=\{t: c \leqslant t \leqslant d\}$, let $h_{0}$ and $h_{1}$ be two given functions with domain on $I$ and range on $J$. Suppose that $\phi: I \rightarrow \mathbb{R}^{1}$ is defined by

$$
\phi(x)=\int_{h_{0}(x)}^{h_{1}(x)} f(x, t) d t
$$

We now develop a formula for $\phi^{\prime}$. To do so we consider a function $F: \mathbb{R}^{3} \rightarrow \mathbb{R}^{1}$ defined by

$$
\begin{equation*}
F(x, y, z)=\int_{y}^{z} f(x, t) d t . \tag{11.6}
\end{equation*}
$$

Theorem 11.2. Suppose that $f$ and $f_{, 1}$ are continuous on $R=\{(x, t): a \leqslant x \leqslant b$, $c \leqslant t \leqslant d\}$ and that $F$ is defined by (11.6) with $x$ on $I$ and $y, z$ on J. Then

$$
\begin{equation*}
F_{, 1}=\int_{y}^{z} f_{, 1}(x, t) d t, \quad F_{, 2}=-f(x, y), \quad F_{, 3}=f(x, z) \tag{11.7}
\end{equation*}
$$

Proof. The first formula in (11.7) is Theorem 11.1. The second and third formulas hold because of the Fundamental theorem of calculus.

Theorem 11.3 (General Leibniz rule). Suppose that $f$ and $f_{, 1}$ are continuous on $R=\{(x, t): a \leqslant x \leqslant b, c \leqslant t \leqslant d\}$ and that $h_{0}$ and $h_{1}$ both have a continuous first derivative on I with range on J. If $\phi: I \rightarrow \mathbb{R}^{1}$ is defined by

$$
\phi(x)=\int_{h_{0}(x)}^{h_{1}(x)} f(x, t) d t
$$

then

$$
\begin{equation*}
\phi^{\prime}(x)=f\left[x, h_{1}(x)\right] h_{1}^{\prime}(x)-f\left[x, h_{0}(x)\right] h_{0}^{\prime}(x)+\int_{h_{0}(x)}^{h_{1}(x)} f_{, 1}(x, t) d t . \tag{11.8}
\end{equation*}
$$

Proof. Referring to $F$ defined in (11.6), we see that $\phi(x)=F\left(x, h_{0}(x), h_{1}(x)\right)$. We apply the Chain rule for finding $\phi^{\prime}$ and obtain

$$
\phi^{\prime}(x)=F_{, 1}+F_{, 2} h_{0}^{\prime}(x)+F_{, 3} h_{1}^{\prime}(x)
$$

Now, inserting the values of $F_{11}$ and $F_{, 2}$ and $F_{, 3}$ from (11.7) with $y=h_{0}(x)$ and $z=h_{1}(x)$, we get the General Leibniz rule (11.8).

Example 2. Given $\phi: x \rightarrow \int_{0}^{x^{2}} \arctan \left(\frac{t}{x^{2}}\right) d t$, find $\phi^{\prime}$.
Solution. We have

$$
\frac{\partial}{\partial x}\left(\arctan \frac{t}{x^{2}}\right)=-\frac{2 t x}{t^{2}+x^{4}}
$$

Using the General Leibniz rule (11.8), we obtain

$$
\phi^{\prime}(x)=(\arctan 1)(2 x)-\int_{0}^{x^{2}} \frac{2 t x}{t^{2}+x^{4}} d t
$$

Setting $t=x^{2} u$ in the integral on the right, we get

$$
\phi^{\prime}(x)=\frac{\pi x}{2}-x \int_{0}^{1} \frac{2 u d u}{1+u^{2}}=x\left(\frac{\pi}{2}-\log 2\right)
$$

Example 3. Given

$$
F:(x, y) \rightarrow \int_{y}^{\log x} \frac{\sin x t}{t(1+y)} d t
$$

find $F_{, 1}$.
Solution. Using the General Leibniz rule (11.8), we find

$$
\begin{aligned}
F_{, 1} & =\frac{\sin (x \log x)}{(1+y)(\log x)}+\int_{y}^{\log x} \frac{\cos x t}{1+y} d t \\
& =\frac{\sin (x \log x)}{(1+y)(\log x)}+\frac{\sin (x \log x)}{(1+y) x}-\frac{\sin (x y)}{(1+y) x}
\end{aligned}
$$

## Problems

In each of Problems 1 through 12, find $\phi^{\prime}$.

1. $\phi: x \rightarrow \int_{0}^{1} \frac{\sin x t}{1+t} d t$.
2. $\phi: x \rightarrow \int_{1}^{2} \frac{e^{-t}}{1+x t} d t$.
3. $\phi: x \rightarrow \int_{0}^{1} f(x, t) d t$ where $f:(x, t) \rightarrow \begin{cases}\left(t^{x}-1\right) / \log t & \text { for } t \neq 0,1, \\ 0 & \text { for } t=0, \\ x & \text { for } t=1 .\end{cases}$
4. $\phi: x \rightarrow \int_{1}^{x^{2}} \cos \left(t^{2}\right)^{\prime} d t$.
5. $\phi: x \rightarrow \int_{x^{2}}^{x} \sin (x t) d t$.
6. $\phi: x \rightarrow \int_{x^{2}}^{e^{x}} \tan (x t) d t$.
7. $\phi: x \rightarrow \int_{\cos x}^{1+x^{2}} \frac{e^{-t}}{1+x t} d t$.
8. $\phi: x \rightarrow \int_{\pi / 2}^{\pi} \frac{\cos x t}{t} d t$.
9. $\phi: x \rightarrow \int_{x^{2}}^{x} \frac{\sin x t}{t} d t$.
10. $\phi: x \rightarrow \int_{x^{m}}^{x^{n}} \frac{d t}{x+t}$.
11. $\phi: x \rightarrow \int_{0}^{1} \frac{x t}{\sqrt{1-x^{2} t^{2}}} d t, \quad|x|<1$.
12. $\phi: x \rightarrow \int_{0}^{\pi} \log \left(1-2 x \cos t+x^{2}\right) d t, \quad|x|<1$.

In each of Problems 13 through 15, compute the indicated partial derivative.
13. $\phi:(x, y) \rightarrow \int_{y}^{x^{2}} \frac{1}{t} e^{x t} d t$; compute $\phi_{1}$.
14. $\phi:(x, z) \rightarrow \int_{z^{3}}^{x^{2}} f(x, t) d t$ where $f:(x, t) \rightarrow\left\{\begin{array}{ll}\frac{1}{t} \sin ^{2}(x t), & t \neq 0, \\ 0, & t=0 ;\end{array}\right.$ compute $\phi_{, 1}$.
15. $\phi:(x, y) \rightarrow \int_{x^{2}+y^{2}}^{x^{2}-y^{2}}\left(t^{2}+2 x^{2}-y^{2}\right) d t ; \quad$ compute $\phi_{, 2}$.
16. Show that if $m$ and $n$ are positive integers, then

$$
\int_{0}^{1} t^{n}(\log t)^{m} d t=(-1)^{m} \frac{m!}{(n+1)^{m+1}}
$$

[Hint: Differentiate $\int_{0}^{1} x^{n} d x$ with respect to $n$ and use induction.]
17. Given

$$
F:(x, y) \rightarrow \int_{h_{0}(x, y)}^{h_{1}(x, y)} f(x, y, t) d t,
$$

find formulas for $F_{, 1}, F_{, 2}$.
18. Suppose that the equation

$$
\int_{h_{0}(y)}^{h_{1}(x)} f(x, y, t) d t=0,
$$

which is a relation between $x$ and $y$, actually defines $y$ as a function of $x$. If we write $y=\phi(x)$ for this function, find $\phi^{\prime}$.
19. Given

$$
\varphi(x, y, z)=\int_{g_{0}(x, y, z)}^{g_{1}(x, y, z)} f(x, y, z, t) d t
$$

find a formula for $\varphi_{, 3}$.

### 11.2. Convergence and Divergence of Improper Integrals

Suppose that a real-valued function $f$ is defined on the half-open interval $I=$ $\{x: a \leqslant x<b\}$ and that for each $c \in I$, the integral

$$
\int_{a}^{c} f(x) d x
$$

exists (see Figure 11.1). We are interested in functions $f$ which are unbounded in a neighborhood of $b$. For example, the function $f: x \rightarrow(1-x)^{-1}$ with domain $J=\{x: 0 \leqslant x<1\}$ is unbounded and has the integral

$$
\int_{0}^{c}(1-x)^{-1} d x=-\log (1-c) \quad \text { for } c \in J
$$

As $c$ tends to 1 , the value of the integral tends to $+\infty$. On the other hand, for the unbounded function $g: x \rightarrow(1-x)^{-1 / 2}$ defined on $J$, we find

$$
\int_{0}^{c}(1-x)^{-1 / 2} d x=2-2 \sqrt{1-c} \quad \text { for } c \in J
$$



Figure 11.1. Integrating an unbounded function.

Observe that this integral has the finite limiting value 2 as $c \rightarrow 1$. With these examples in mind we define an improper integral.

Definitions. Suppose that $f$ is integrable for each number $c$ in the half-open interval $I=\{x: a \leqslant x<b\}$. The integral

$$
\int_{a}^{b} f(x) d x
$$

is convergent if

$$
\lim _{c \rightarrow b^{-}} \int_{a}^{c} f(x) d x
$$

exists. If the limit does not exist the integral is divergent. If $f$ is bounded on an interval $J=\{x: a \leqslant x \leqslant b\}$ except in a neighborhood of an interior point $d \in J$, then $\int_{a}^{b} f(x) d x$ is convergent if both limits

$$
\lim _{c_{1} \rightarrow d^{-}} \int_{a}^{c_{1}} f(x) d x \text { and } \lim _{c_{2} \rightarrow d^{+}} \int_{c_{2}}^{b} f(x) d x
$$

exist. Otherwise the integral is divergent.
If a function $f$ is unbounded at several points on an interval $I$ of integration, we decompose the integral into a sum of integrals in which each integral has one endpoint where the function is unbounded. If all the limits of the separate integrals exist, we say the integral is convergent on $I$; otherwise it is divergent on I.

Example 1. Show that the integrals $\int_{a}^{b}(b-x)^{-p} d x$ and $\int_{a}^{b}(x-a)^{-p} d x$ converge for $p<1$ and diverge for $p \geqslant 1$.

Solution. For $a<c<b$ and $p \neq 1$ we have

$$
\left.\int_{a}^{c}(b-x)^{-p} d x=-\frac{(b-x)^{1-p}}{1-p}\right]_{a}^{c}=\frac{(b-a)^{1-p}}{1-p}-\frac{(b-c)^{1-p}}{1-p}
$$

For $p<1$, the expression on the right tends to $(b-a)^{1-p} /(1-p)$ as $c \rightarrow b^{-}$. For $p>1$, there is no limit. The case $p=1$ yields $\log (b-a)-\log (b-c)$, which has no limit as $c \rightarrow b^{-}$. The analysis for $\int_{a}^{b}(x-a)^{-p} d x$ is the same.

When the integral of an unbounded function is convergent we say the integral exists in an improper sense or that the improper integral exists.

In analogy with the convergence of infinite series, it is important to establish criteria which determine when improper integrals exist. The following result, the Comparison test, is a basic tool in determining when integrals converge and diverge.

Theorem 11.4 (Comparison test). Suppose that $f$ is continuous on the half-open interval $I=\{x: a \leqslant x<b\}$ and that $0 \leqslant|f(x)| \leqslant g(x)$ for all $x \in I$. If $\int_{a}^{b} g(x) d x$
converges, then $\int_{a}^{b} f(x) d x$ converges and

$$
\left|\int_{a}^{b} f(x) d x\right| \leqslant \int_{a}^{b} g(x) d x
$$

Proof. First suppose that $f(x) \geqslant 0$ on $I$ and define

$$
F: x \rightarrow \int_{a}^{x} f(t) d t, \quad G: x \rightarrow \int_{a}^{x} g(t) d t
$$

Then $F$ and $G$ are nondecreasing on $I$ and, by hypothesis, $G(x)$ tends to a limit, say $M$, as $x \rightarrow b^{-}$. Since $F(x) \leqslant G(x) \leqslant M$ on $I$, we find from the Axiom of continuity that $F(x)$ tends to a limit as $x \rightarrow b^{-}$.

If $f$ is not always nonnegative, define

$$
f_{1}(x)=\frac{|f(x)|+f(x)}{2}, \quad f_{2}(x)=\frac{|f(x)|-f(x)}{2}
$$

Then $f_{1}$ and $f_{2}$ are continuous on $I$ and nonnegative there. Moreover,

$$
f_{1}(x)+f_{2}(x)=|f(x)| \leqslant g(x), \quad f_{1}(x)-f_{2}(x)=f(x)
$$

From the proof for nonnegative functions, the integrals $\int_{a}^{b} f_{1}(x) d x, \int_{a}^{b} f_{2}(x) d x$ exist; using the Theorem on the limit of a sum, we see that $\int_{a}^{b}|f(x)| d x$ and $\int_{a}^{b} f(x) d x$ exist. Finally,

$$
\begin{aligned}
\left|\int_{a}^{b} f(x) d x\right| & =\left|\int_{a}^{b} f_{1}(x) d x-\int_{a}^{b} f_{2}(x) d x\right| \\
& \leqslant \int_{a}^{b} f_{1}(x) d x+\int_{a}^{b} f_{2}(x) d x \leqslant \int_{a}^{b} g(x) d x
\end{aligned}
$$

As a corollary, we have the following comparison test for divergence.
Theorem 11.5. Suppose that $f$ and $g$ are continuous on the half-open interval $I=$ $\{x: a \leqslant x<b\}$ and that $0 \leqslant g(x) \leqslant f(x)$ for each $x \in I$. If $\int_{a}^{b} g(x) d x$ diverges, then $\int_{a}^{b} f(x) d x$ diverges.

Proof. If $\int_{a}^{b} f(x) d x$ were convergent then, by Theorem 11.4, $\int_{a}^{b} g(x) d x$ would converge, contrary to the hypothesis.

Example 2. Test for convergence or divergence:

$$
\int_{0}^{1} \frac{x^{\beta}}{\sqrt{1-x^{2}}} d x, \quad \beta>0
$$

Solution. We shall compare $f: x \rightarrow x^{\beta} / \sqrt{1-x^{2}}$ with $g: x \rightarrow 1 / \sqrt{1-x}$. We have

$$
\frac{x^{\beta}}{\sqrt{1-x^{2}}}=\frac{x^{\beta}}{\sqrt{(1-x)(1+x)}}=\frac{x^{\beta}}{\sqrt{1+x}} g(x) .
$$

Since $x^{\beta} \leqslant \sqrt{1+x}$ for $0 \leqslant x \leqslant 1$, it follows that $|f(x)| \leqslant g(x)$. By Example 1 we know that $\int_{0}^{1} 1 / \sqrt{1-x} d x$ is convergent, and so the original integral converges.

We now take up the convergence of integrals in which the integrand is bounded but where the interval of integration is unbounded.

Definitions. Let $f$ be defined on $I=\{x: a \leqslant x<+\infty\}$ and suppose that $\int_{a}^{c} f(x) d x$ exists for each $c \in I$. Define

$$
\int_{a}^{+\infty} f(x) d x=\lim _{c \rightarrow+\infty} \int_{a}^{c} f(x) d x
$$

whenever the limit on the right exists. In such cases, we say the integral converges; when the limit does not exist we say the integral diverges. If $f$ is defined on $J=\{x:-\infty<x<+\infty\}$ we may consider expressions of the form

$$
\int_{-\infty}^{+\infty} f(x) d x
$$

which are determined in terms of two limits, one tending to $+\infty$ and the other to $-\infty$. Let $d$ be any point in $J$. Define

$$
\begin{equation*}
\int_{-\infty}^{+\infty} f(x) d x=\lim _{c_{1} \rightarrow-\infty} \int_{c_{1}}^{d} f(x) d x+\lim _{c_{2} \rightarrow+\infty} \int_{d}^{c_{2}} f(x) d x \tag{11.9}
\end{equation*}
$$

whenever both limits on the right exist. It is a simple matter to see that if $f$ is integrable for every finite interval of $J$, then the values of the limits in (11.9) do not depend on the choice of the point $d$.

To illustrate the convergence and divergence properties of integrals when the path of integration is infinite, we show that

$$
\int_{a}^{+\infty} x^{-p} d x, \quad a>0
$$

converges for $p>1$ and diverges for $p \leqslant 1$. To see this, observe that $(p \neq 1)$

$$
\int_{a}^{c} x^{-p} d x=\frac{1}{1-p}\left[c^{1-p}-a^{1-p}\right]
$$

For $p>1$, the right side tends to $(1 /(p-1)) a^{1-p}$ as $c \rightarrow+\infty$, while for $p<1$ there is no limit. By the same argument the case $p=1$ yields divergence. Similarly, the integral

$$
\int_{-\infty}^{b}|x|^{-p} d x, \quad b<0
$$

converges for $p>1$ and diverges for $p \leqslant 1$. In analogy with the Comparison test for integrals over a finite path of integration, we state the following result.

Corollary. For continuous functions $f$ and $g$ defined on the interval $I=\{x: a \leqslant$ $x<+\infty\}$ Theorems 11.4 and 11.5 are valid with respect to integrals $\int_{a}^{+\infty} f(x) d x$ and $\int_{a}^{+\infty} g(x) d x$.

Example 3. Test for convergence:

$$
\int_{1}^{+\infty} \frac{\sqrt{x}}{1+x^{3 / 2}} d x
$$

Solution. For $x \geqslant 1$, observe that

$$
\frac{\sqrt{x}}{1+x^{3 / 2}} \geqslant \frac{\sqrt{x}}{2 x^{3 / 2}}=\frac{1}{2 x} \equiv g(x) .
$$

However $\int_{1}^{+\infty}(1 / 2 x) d x$ diverges and so the integral is divergent.
Example 4. Test for convergence:

$$
\int_{-\infty}^{+\infty} x e^{-x^{2}} d x
$$

Solution. Consider

$$
A \equiv \int_{0}^{c} x e^{-x^{2}} d x
$$

and set $u=x^{2}, d u=2 x d x$. Then

$$
A=\frac{1}{2} \int_{0}^{c^{2}} e^{-u} d u=\frac{1}{2}-\frac{1}{2} e^{-c^{2}}
$$

and $A \rightarrow \frac{1}{2}$ as $c \rightarrow+\infty$. Since the integrand is an odd function we see that

$$
\int_{-d}^{0} x e^{-x^{2}} d x \rightarrow-\frac{1}{2} \quad \text { as } d \rightarrow+\infty
$$

and the original integral is convergent.
It is clear that the convergence of integrals with unbounded integrands and over an infinite interval may be treated by combining Theorem 11.4 and the Corollary. The next example illustrates the method.

EXample 5. Test for convergence:

$$
\int_{0}^{+\infty} \frac{e^{-x}}{\sqrt{x}} d x
$$

Solution. Because the integrand is unbounded near $x=0$ we decompose the problem into two parts:

$$
\int_{0}^{1} \frac{e^{-x}}{\sqrt{x}} d x \quad \text { and } \quad \int_{1}^{+\infty} \frac{e^{-x}}{\sqrt{x}} d x
$$

In the first integral we have $e^{-x} / \sqrt{x} \leqslant 1 / \sqrt{x}$, and the integral converges by the Comparison test. In the second integral we have $e^{-x} / \sqrt{x} \leqslant e^{-x}$, and once again the Comparison test yields the result since $\int_{1}^{+\infty} e^{-x} d x$ is convergent. Hence, the original integral converges.

## Problems

In each of Problems 1 through 12 test for convergence or divergence.

1. $\int_{1}^{+\infty} \frac{d x}{(x+2) \sqrt{x}}$.
2. $\int_{0}^{1} \frac{d x}{\sqrt{1-x^{4}}}$.
3. $\int_{0}^{+\infty} \frac{d x}{\sqrt{1+x^{3}}}$.
4. $\int_{0}^{+\infty} \frac{x d x}{\sqrt{1+x^{4}}}$.
5. $\int_{-1}^{1} \frac{d x}{\sqrt{1-x^{2}}}$.
6. $\int_{0}^{\pi / 2} \frac{\sqrt{x}}{\sin x} d x$.
7. $\int_{1}^{3} \frac{\sqrt{x}}{\log x} d x$.
8. $\int_{0}^{+\infty} \frac{(\arctan x)^{2}}{1+x^{2}} d x$.
9. $\int_{0}^{+\infty} x^{2} e^{-x^{2}} d x$.
10. $\int_{0}^{1} \frac{d x}{\sqrt{x-x^{2}}}$.
11. $\int_{0}^{+\infty} e^{-x} \sin x d x$.
12. $\int_{0}^{\pi} \frac{\sin x}{x \sqrt{x}} d x$.
13. Show that $\int_{2}^{+\infty} x^{-1}(\log x)^{-p} d x$ converges for $p>1$ and diverges for $p \leqslant 1$.
14. Assume $f$ is continuous on $I=\{x: 2 \leqslant x<+\infty\}$ and $\lim _{x \rightarrow+\infty} x(\log x)^{2} f(x)=A$ and $A \neq 0$. Prove that $\int_{2}^{+\infty} f(x) d x$ is convergent.

### 11.3. The Derivative of Functions Defined by Improper Integrals; the Gamma Function

We consider the integral

$$
\int_{0}^{+\infty} t^{x-1} e^{-t} d t
$$

which we shall show is convergent for $x>0$. Since the integrand is unbounded near zero when $x$ is between 0 and 1 , the integral may be split into two parts:

$$
\int_{0}^{+\infty} t^{x-1} e^{-t} d t=\int_{0}^{1} t^{x-1} e^{-t} d t+\int_{1}^{+\infty} t^{x-1} e^{-t} d t \equiv I_{1}+I_{2}
$$

In the first integral on the right, we use the inequality

$$
t^{x-1} e^{-t} \leqslant t^{x-1} \quad \text { for } \quad x>0 \quad \text { and } \quad 0<t \leqslant 1 .
$$

The integral $\int_{0}^{1} t^{x-1} d t$ converges for $x>0$ and so $I_{1}$ does also. As for $I_{2}$, an estimate for the integrand is obtained first by writing

$$
t^{x-1} e^{-t}=t^{x+1} e^{-t} t^{-2}
$$

and then estimating the function

$$
f: t \rightarrow t^{x+1} e^{-t}
$$

We find $f^{\prime}(t)=t^{x} e^{-t}(x+1-t)$, and $f$ has a maximum when $t=x+1$. This maximum value is $f(x+1)=(x+1)^{x+1} e^{-(x+1)}$. Therefore

$$
\begin{aligned}
I_{2} & =\int_{1}^{+\infty} t^{x-1} e^{-t} d t=\int_{1}^{+\infty}\left(t^{x+1} e^{-t}\right) t^{-2} d t \\
& \leqslant(x+1)^{x+1} e^{-(x+1)} \int_{1}^{+\infty} \frac{1}{t^{2}} d t \\
& =(x+1)^{x+1} e^{-(x+1)}
\end{aligned}
$$

Hence $I_{2}$ is convergent for each fixed $x>-1$.
Definition. For $x>0$ the Gamma function, denoted $\Gamma(x)$, is defined by the formula

$$
\Gamma(x)=\int_{0}^{+\infty} t^{x-1} e^{-t} d t
$$

The recursion formula

$$
\begin{equation*}
\Gamma(x+1)=x \Gamma(x) \tag{11.10}
\end{equation*}
$$

one of the most important properties of the Gamma function, is derived by means of an integration by parts. To see this, we write

$$
\int_{0}^{c} t^{x} e^{-t} d t=\left[t^{x}\left(-e^{-t}\right)\right]_{0}^{c}+x \int_{0}^{c} t^{x-1} e^{-t} d t
$$

Now letting $c \rightarrow+\infty$ we obtain (11.10).
It is easy to verify that $\Gamma(1)=1$, and consequently that $\Gamma(n+1)=n$ ! for positive integers $n$. Note that the Gamma function is a smooth extension to the positive real numbers of the factorial function which is defined only for the natural numbers.

Leibniz's rule for differentiation of integrals was established for proper integrals. We require a more detailed study to establish similar formulas when the path of integration is infinite or when the integrand is unbounded.

Let $R=\{(x, t): a \leqslant x \leqslant b, c \leqslant t<d\}$ be a rectangle which does not contain its "upper" side. Suppose that $F: R \rightarrow \mathbb{R}^{1}$ is continuous and that

$$
\lim _{t \rightarrow d^{-}} F(x, t)
$$

exists for each $x \in I=\{x: a \leqslant x \leqslant b\}$. We denote the limit above by $f(x)$.


Figure 11.2. $F(x, t) \rightarrow f(x)$ as $\delta \rightarrow 0$.

Definition. The function $F(x, t)$ tends to $f(x)$ uniformly on $I$ as $t \rightarrow d$ - if and only if for every $\varepsilon>0$ there is a $\delta>0$ such that

$$
\begin{equation*}
|F(x, t)-f(x)|<\varepsilon \tag{11.11}
\end{equation*}
$$

for all $t$ in the interval $J_{\delta}=\{t: d-\delta<t<d\}$ and all $x \in I$ (see Figure 11.2). The quantity $\delta$ depends on $\varepsilon$ but not on $x$. We also say that $F$ converges to $f$ uniformly as $t$ tends to $d-$. The rectangle $R$ may be replaced by the infinite strip $S=\{(x, t): a \leqslant x \leqslant b, c \leqslant t<\infty\}$. The definition of uniform limit (also called uniform convergence) is then modified by stating that for every $\varepsilon>0$ there is a number $T$ depending on $\varepsilon$ such that (11.11) holds for all $t>T$ and all $x$ on $I$. The number $T$ depends on $\varepsilon$ but not on $x$.

The next two theorems are the basis for Leibniz's rule for improper integrals.
Theorem 11.6. Suppose that $F: R \rightarrow \mathbb{R}^{1}$ is continuous on $I$ for each $t \in J=$ $\{t: c \leqslant t<d\}$, and that $F(x, t) \rightarrow \phi(x)$ uniformly on I as $t \rightarrow d-$. Then $\phi$ is continuous on I. The same result holds if $J$ is the half-infinite interval $\{t: c \leqslant t<+\infty\}$ and $t \rightarrow+\infty$.

Proof. Let $x_{1}, x_{2}$ be in $I$. We have

$$
\phi\left(x_{1}\right)-\phi\left(x_{2}\right)=\phi\left(x_{1}\right)-F\left(x_{1}, t\right)+F\left(x_{1}, t\right)-F\left(x_{2}, t\right)+F\left(x_{2}, t\right)-\phi\left(x_{2}\right)
$$

and

$$
\begin{aligned}
\left|\phi\left(x_{1}\right)-\phi\left(x_{2}\right)\right| \leqslant & \left|\phi\left(x_{1}\right)-F\left(x_{1}, t\right)\right| \\
& +\left|F\left(x_{1}, t\right)-F\left(x_{2}, t\right)\right|+\left|F\left(x_{2}, t\right)-\phi\left(x_{2}\right)\right| .
\end{aligned}
$$

Since $F$ tends to $\phi$ uniformly it follows that for any $\varepsilon>0$ the first and third terms on the right can be made less than $\varepsilon / 3$ for $t$ sufficiently close to $d$. If $x_{1}$ and $x_{2}$ are sufficiently close, the continuity of $F$ assures us that the middle term is less than $\varepsilon / 3$. Hence $\phi$ is continuous.

Theorem 11.7. Suppose that the hypotheses of Theorem 11.6 hold and that $F_{, 1}$ is continuous on I for each $t \in J$. If $F_{1}(x, t) \rightarrow \psi(x)$ uniformly on I as $t \rightarrow d-$ or as $t \rightarrow+\infty$, then $\psi(x)=\phi^{\prime}(x)$ on I.

Proof. Let $\alpha$ be any point of $I$. Then

$$
\int_{\alpha}^{x} F_{, 1}(\xi, t) d \xi=F(x, t)-F(\alpha, t)
$$

Since $F_{, 1}$ converges uniformly to $\psi(x)$, it follows that

$$
\int_{\alpha}^{x} \psi(\xi) d \xi=\lim _{t \rightarrow d-} \int_{\alpha}^{x} F_{, 1}(\xi, t) d \xi=\lim _{t \rightarrow d-}[F(x, t)-F(\alpha, t)]
$$

Hence

$$
\int_{\alpha}^{x} \psi(\xi) d \xi=\phi(x)-\phi(\alpha)
$$

We differentiate the left side with respect to $x$, and the result is $\psi(x)=\phi^{\prime}(x)$ for any $x \in I$.

Leibniz's rule for improper integrals is a direct consequence of Theorems 11.6 and 11.7. We first state a corollary of Theorem 11.6.

Theorem 11.8. Suppose that $f: R \rightarrow \mathbb{R}^{1}$ is continuous on $R$. Define

$$
F(x, t)=\int_{c}^{t} f(x, \tau) d \tau
$$

If the improper integral

$$
\phi(x)=\int_{c}^{d} f(x, \tau) d \tau
$$

exists for all $x \in I$, and if $\lim _{t \rightarrow d-} F(x, t)=\phi(x)$ exists uniformly for $x \in I$, then $\phi$ is continuous on $I$. The same result holds if $J=\{t: c \leqslant t<\delta\}$ is replaced by the interval $\{t: c \leqslant t<+\infty\}$ and $t \rightarrow d-$ is replaced by $t \rightarrow+\infty$.

Theorem 11.9 (Leibniz's rule for improper integrals). Suppose that the hypotheses of Theorem 11.8 hold and that $f_{, 1}$ is continuous on $R$. If $F_{, 1}$ converges to $\psi$ as $t \rightarrow d-($ or $t \rightarrow+\infty)$ uniformly in $x$, then

$$
\psi(x)=\phi^{\prime}(x)=\int_{c}^{d} f_{, 1}(x, \tau) d \tau
$$

or, if d is replaced by $+\infty$,

$$
\psi(x)=\phi^{\prime}(x)=\int_{c}^{+\infty} f_{, 1}(x, \tau) d \tau
$$

Proof. According to Leibniz's rule (Theorem 11.1), for each $t<d$, we have

$$
F_{, 1}(x, t)=\int_{c}^{t} f_{, 1}(x, \tau) d \tau
$$

Now the result follows from Theorem 11.7.

Example 1. Let $\phi: x \rightarrow \int_{0}^{+\infty} e^{-x t} d t$ be given. Show that $\phi$ and $\phi^{\prime}$ are continuous for $x>0$ and that

$$
\begin{equation*}
\phi^{\prime}(x)=\int_{0}^{+\infty}-t e^{-x t} d t \tag{11.12}
\end{equation*}
$$

Solution. Define

$$
F:(x, t) \rightarrow \int_{0}^{t} e^{-x s} d s=\frac{1-e^{-x t}}{x}
$$

Hence,

$$
F_{, 1}=-\frac{1-e^{-x t}-x t e^{-x t}}{x^{2}}
$$

As $t \rightarrow+\infty$, we have $F \rightarrow 1 / x$ and $F_{, 1} \rightarrow-1 / x^{2}$. To show that the convergence is uniform, we observe that for $h>0$,

$$
\begin{aligned}
\left|F(x, t)-\frac{1}{x}\right| & =\frac{e^{-x t}}{x}<\frac{e^{-h t}}{h} \text { for all } x \geqslant h, \\
\left|F_{, 1}(x, t)-\left(-\frac{1}{x^{2}}\right)\right| & =\frac{e^{-x t}(1+x t)}{x^{2}} \leqslant \frac{e^{-h t}(1+h t)}{h^{2}} \text { for } x \geqslant h .
\end{aligned}
$$

Therefore the convergence is uniform on any interval $x \geqslant h$ for $h$ positive. Applying Leibniz's rule for improper integrals, we obtain (11.12).

The next theorem, a comparison test, shows the utility of Leibniz's rule in cases where the integrals cannot be evaluated directly.

## Theorem 11.10

(i) Suppose that $f$ is continuous on the rectangle

$$
R=\{(x, t): a \leqslant x \leqslant b, c \leqslant t<d\}
$$

and that $|f(x, t)| \leqslant g(t)$ on R. If $\int_{c}^{d} g(t) d t$ converges, then the improper
integral

$$
\phi(x)=\int_{c}^{d} f(x, t) d t
$$

is defined for each $x$ on $I=\{x: a \leqslant x \leqslant b\}$ and $\phi$ is continuous on $I$.
(ii) Suppose that $f_{, 1}$ is continuous on $R$ and that $\left|f_{, 1}(x, t)\right| \leqslant h(t)$ on $R$. If $\int_{c}^{d} h(t) d t$ converges, then

$$
\begin{equation*}
\phi^{\prime}(x)=\int_{c}^{d} f_{, 1}(x, t) d t \tag{11.13}
\end{equation*}
$$

for each $x$ in the interior of I. That is, Leibniz's rule holds. The same results hold if $d$ is replaced by $+\infty$ and $t$ tends to $+\infty$.

Proof. (i) The existence of $\phi(x)$ on $I$ follows from the Comparison test. We define

$$
F:(x, t) \rightarrow \int_{c}^{t} f(x, \tau) d \tau
$$

Then

$$
\begin{equation*}
|\phi(x)-F(x, t)|=\left|\int_{t}^{d} f(x, \tau) d \tau\right| \leqslant \int_{t}^{d} g(\tau) d \tau \tag{11.14}
\end{equation*}
$$

Since the integral on the right in (11.14) is convergent, it follows that for every $\varepsilon>0$, the value of $\left|\int_{t}^{d} g(\tau) d \tau\right|$ is less than $\varepsilon$ provided $t$ is sufficiently close to $d$. Therefore

$$
|\phi(x)-F(x, t)| \rightarrow 0 \quad \text { as } \quad t \rightarrow d^{-}
$$

uniformly for $x$ on $I$. Hence $\phi$ is continuous.
(ii) To prove (ii), observe that

$$
\left|\int_{t}^{d} f_{, 1}(x, \tau) d t\right| \leqslant \int_{t}^{d} h(t) d t \rightarrow 0 \quad \text { as } \quad t \rightarrow d^{-}
$$

The convergence is uniform and (11.13) is established.

Definition. Define $R=\{(x, t): a \leqslant x \leqslant b, c \leqslant t<d\}$ and

$$
\begin{align*}
F(x, t) & =\int_{c}^{t} f(x, \tau) d \tau \quad \text { for } \quad(x, t) \in R \\
\phi(x) & =\int_{c}^{d} f(x, \tau) d \tau \quad \text { for } \quad x \in I=\{x: a \leqslant x \leqslant b\} . \tag{11.15}
\end{align*}
$$

If $F(x, t) \rightarrow \phi(x)$ uniformly for $x$ on $I$ as $t \rightarrow d^{-}$, we say the improper integral (11.15) converges uniformly for $x$ on $I$. The same definition is used if $d=+\infty$.

Example 2. Show that the improper integral

$$
\begin{equation*}
\phi(x)=\int_{1}^{+\infty} \frac{\sin t}{x^{2}+t^{2}} d t \tag{11.16}
\end{equation*}
$$

converges uniformly for $-\infty<x<+\infty$.
Solution. For all $x$ and all $t \geqslant 1$, we have the estimate

$$
\left|\frac{\sin t}{x^{2}+t^{2}}\right| \leqslant \frac{1}{t^{2}}
$$

Since $\int_{1}^{+\infty}\left(1 / t^{2}\right) d t$ converges, we apply Theorem 11.10 to conclude that the integral (11.16) converges uniformly for all $x$.

Example 3. Given the integral

$$
\begin{equation*}
\phi(x)=\int_{0}^{+\infty} \frac{e^{-x t}-e^{-t}}{t} d t \tag{11.17}
\end{equation*}
$$

and $I=\{x: a \leqslant x \leqslant b\}$ with $a>0$. Show that the integral (11.17) and the integral obtained from (11.17) by differentiating the integrand with respect to $x$ both converge uniformly for $x$ on $I$. Use these results to evaluate $\phi(x)$.
Solution. We set $f(x, t)=\left(e^{-x t}-e^{-t}\right) / t$ and obtain

$$
f_{, 1}(x, t)=-e^{-x t}, \quad\left|f_{, 1}(x, t)\right| \leqslant\left\{\begin{array}{lll}
e^{-a t} & \text { if } a \leqslant 1 \\
e^{-t} & \text { if } & 1<a
\end{array}\right.
$$

We write the last inequality more compactly:

$$
\left|f_{, 1}(x, t)\right| \leqslant e^{-h t} \quad \text { where } \quad h=\min (a, 1)
$$

Now the Mean-value theorem applied to $e^{-x t} / t$ as a function of $x$ yields

$$
\left|\frac{e^{-x t}-e^{-t}}{t}\right|=e^{-\xi t}|1-x| \quad \text { for } \quad 0 \leqslant t \leqslant 1 \text {, }
$$

where $\xi$ is between 1 and $x$. Also,

$$
\left|\frac{e^{-x t}-e^{-t}}{t}\right| \leqslant e^{-h t} \quad \text { for } \quad t \geqslant 1 .
$$

Therefore integral (11.17) and the integral

$$
\int_{0}^{+\infty} f_{, 1}(x, t) d t
$$

converge uniformly for $x$ on $I$. Using Leibniz's rule, we get

$$
\left.\phi^{\prime}(x)=\int_{0}^{+\infty}-e^{-x t} d t=\lim _{t \rightarrow+\infty} \frac{e^{-x t}}{x}\right]_{0}^{t}=-\frac{1}{x}
$$

Integrating $\phi^{\prime}(x)=-1 / x$, we obtain $\phi(x)=C-\log x$. To determine $C$, we have

$$
\phi(1)=\int_{0}^{+\infty} \frac{e^{-t}-e^{-t}}{t} d t=0
$$

and so

$$
\phi(x)=-\log x=\int_{0}^{+\infty} \frac{e^{-x t}-e^{-t}}{t} d t
$$

## Problems

In each of Problems 1 through 8, show that the integrals for $\phi$ and $\phi^{\prime}$ converge uniformly on the given interval. Find $\phi^{\prime}$ by Leibniz's rule.

1. $\phi: x \rightarrow \int_{0}^{+\infty} \frac{e^{-x t}}{1+t} d t, \quad I=\{x: 0<a \leqslant x \leqslant b\}$.
2. $\phi: x \rightarrow \int_{0}^{1} t^{-1 / 2} e^{x t} d t, \quad I=\{x:-A \leqslant x \leqslant A\}$.
3. $\phi: x \rightarrow \int_{0}^{+\infty} \frac{\cos x t}{1+t^{3}} d t, \quad I=\{x:-A \leqslant x \leqslant A\}$.
4. $\phi: x \rightarrow \int_{0}^{+\infty} \frac{e^{-t}}{1+x t} d t, \quad I=\{x: 0 \leqslant x \leqslant a\}$.
5. $\phi: x \rightarrow \int_{0}^{1} t^{-1} \sin (x t)(\log t) d t, \quad I=\{x:-a \leqslant x \leqslant a\}$.
6. $\phi: x \rightarrow \int_{0}^{1} \frac{(\log t)^{2}}{1+x t} d t, \quad I=\{x:-1<a \leqslant x \leqslant b\}$.
7. $\phi: x \rightarrow \int_{0}^{1} \frac{d t}{(1+x t) \sqrt{1-t}}, \quad I=\{x:-1<a \leqslant x \leqslant b\}$.
8. $\phi: x \rightarrow \int_{0}^{+\infty} \frac{\sin x t}{t\left(1+t^{2}\right)} d t, \quad I=\{x:-a \leqslant x \leqslant a\}$.
9. Use the fact that $\int_{0}^{1} t^{x} d t=(x+1)^{-1}, x>-1$, to deduce that

$$
\int_{0}^{1} t^{x}(-\log t)^{m} d t=\frac{m!}{(x+1)^{m+1}}, \quad x>-1 .
$$

10. Use the fact that

$$
\int_{0}^{+\infty} \frac{t^{x-1}}{1+t} d t=\frac{\pi}{\sin \pi x}, \quad 0<x<1
$$

to show that

$$
\int_{0}^{+\infty} \frac{t^{x-1} \log t}{1+t} d t=-\frac{\pi^{2} \cos \pi x}{\sin ^{2} \pi x}
$$

11. Verify that

$$
\frac{d^{n}}{d x^{n}} \Gamma(x)=\int_{0}^{+\infty} t^{x-1}(\log t)^{n} e^{-t} d t
$$

12. If $\phi$ is given by $\phi: x \rightarrow \int_{0}^{+\infty}(1+t)^{-1} e^{-x t} d t$, show that $\phi(x)-\phi^{\prime}(x)=1 / x$.
13. Given

$$
\phi: x \rightarrow \int_{0}^{+\infty} \frac{e^{-x t}}{1+t^{2}} d t
$$

show that $\phi(x)+\phi^{\prime \prime}(x)=1 / x$.
14. Find $\phi^{\prime}$ by Leibniz's rule, given that

$$
\phi: x \rightarrow \int_{0}^{+\infty} t^{-1} e^{-t}(1-\cos x t) d t
$$

Find an explicit expression for $\phi$.
15. Given

$$
\phi: x \rightarrow \int_{0}^{1} \frac{t^{x}-1}{\log t} d t, \quad x \in I=\{-1<a \leqslant x<+\infty\} .
$$

Find $\phi^{\prime}$ by Leibniz's rule and obtain an explicit expression for $\phi$.
16. Given

$$
\phi: x \rightarrow \int_{0}^{+\infty} t^{-2} e^{-t}(1-\cos x t) d t .
$$

Find $\phi^{\prime}$ and $\phi^{\prime \prime}$ by Leibniz's rule and then obtain explicit expressions for $\phi^{\prime}$ and $\phi$. Justify the process.
17. Verify that $\phi(x)=\int_{0}^{+\infty} e^{-x t} d t=1 / x$, and show that

$$
\phi^{(n)}(x)=(-1)^{n} \int_{0}^{+\infty} t^{n} e^{-x t} d t=(-1)^{n} n!x^{-n-1}, \quad x>0
$$

18. Verify the formula

$$
\int_{0}^{+\infty} \frac{d t}{t^{2}+x}=\frac{1}{2} \pi x^{-1 / 2}
$$

and show that

$$
\int_{0}^{+\infty} \frac{d t}{\left(t^{2}+x\right)^{n+1}}=\frac{(2 n)!}{2^{2 n}(n!)^{2}} x^{-n-(1 / 2)}
$$

19. Given the Legendre polynomial $P_{n}(x)$ defined by

$$
P_{n}(x)=\frac{(-1)^{n}}{n!\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-t^{2}\left(1-x^{2}\right)} \frac{d^{n}}{d x^{n}}\left(e^{-x^{2} t^{2}}\right) d t
$$

show that

$$
x \frac{d}{d x} P_{n}(x)-\frac{d}{d x} P_{n-1}(x)=n P_{n}(x)
$$

20. Define $B(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t, 0<x<\infty, 0<y<\infty$.
(a) Show that $B(x, y)=B(y, x)$.
(b) Find $B(2,2)$ and $B(4,3)$.
21. Let $f(x, y)=\left(e^{-x y} \sin x\right) / x$ for $x \neq 0$ and $f(0, y)=1$.
(a) Show that $f_{, 2}(x, y)$ is continuous everywhere. We define

$$
G(y)=\int_{0}^{\infty} e^{-x y} \frac{\sin x}{x} d x \text { for } y>0
$$

(b) Find $G^{\prime}(y)$ and show that $G^{\prime}(y)=-1 /\left(1+y^{2}\right)$. [Hint: Integrate by parts twice.]
(c) Show that $G(y)=\pi / 2-\arctan y, y>0$ and conclude that

$$
\int_{0}^{\infty} \frac{\sin x}{x} d x=\frac{\pi}{2}
$$

22. Define

$$
f(y)=\int_{0}^{\infty} \frac{\sin x y}{x\left(x^{2}+1\right)} d x \text { for } y>0
$$

Show that $f$ satisfies the equation $f^{\prime \prime}(y)=f(y)-\pi / 2$. Verify that $f(y)=\frac{1}{2} \pi\left(1-e^{-y}\right)$.

## The Riemann-Stieltjes Integral and Functions of Bounded Variation

### 12.1. Functions of Bounded Variation

In earlier chapters we developed the basic properties of functions on $\mathbb{R}^{1}$ and $\mathbb{R}^{N}$. Of particular interest are conditions which determine when functions are continuous, differentiable of any order, analytic, and integrable. There are many problems, especially in the applications to physical sciences, in which we require more precise information than we have obtained so far about the behavior of functions. In the simplest case of functions from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$, it is useful, for example, to be able to measure how rapidly a function oscillates. However, the oscillatory character of a function is not easily determined from its continuity or differentiability properties. For this reason, we introduce the notion of the variation of a function, defined below. This quantity turns out to be useful for problems in physics, engineering, probability theory, Fourier series, and so forth. In this section we establish the principal theorems concerning the variation of a function on $\mathbb{R}^{1}$ and in Section 12.2 we show that this concept can be used to define an important extension of the Riemann integral, one which enlarges substantially the class of functions which can be integrated.

Definitions. Let $I=\{x: a \leqslant x \leqslant b\}$ be an interval and $f: I \rightarrow \mathbb{R}^{1}$ a given function. The variation of $f$ over $I$, denoted $V_{a}^{b} f$, is the quantity

$$
V_{a}^{b} f=\sup \sum_{i=1}^{n}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right|,
$$

where the supremum is taken over all possible subdivisions $a=x_{0}<$ $x_{1}<\cdots<x_{n}=b$ of $I$. If the number $V_{a}^{b} f$ is finite we say $f$ is of bounded variation on $I$. If $f$ is not of bounded variation, we write $V_{a}^{b} f=+\infty$.

We begin by establishing several of the fundamental properties of the variation of a function. If the function $f$ is kept fixed, then $V_{a}^{b} f$ depends only on the interval $I=\{x: a \leqslant x \leqslant b\}$. The following Theorem shows that the variation is additive on intervals. This result (as well as the proof) is similar to the corresponding theorem for integrals, Theorem 5.3(d).

Theorem 12.1. Let $f: I \rightarrow \mathbb{R}^{1}$ be given and suppose that $c \in I$. Then

$$
\begin{equation*}
V_{a}^{b} f=V_{a}^{c} f+V_{c}^{b} f \tag{12.1}
\end{equation*}
$$

## Proof

(a) We first show that $V_{a}^{b} f \leqslant V_{a}^{c} f+V_{c}^{b} f$. We may suppose that both terms on the right are finite. Let $\Delta: a=x_{0}<x_{1}<\cdots<x_{n}=b$ be any subdivision. We form the subdivision $\Delta^{\prime}$ by introducing the additional point $c$ which falls between $x_{k-1}$ and $x_{k}$, say. Then

$$
\begin{aligned}
& \sum_{i=1}^{k-1}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right|+\left|f(c)-f\left(x_{k-1}\right)\right| \leqslant V_{a}^{c} f \\
& \sum_{i=k+1}^{n}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right|+\left|f\left(x_{k}\right)-f(c)\right| \leqslant V_{c}^{b} f
\end{aligned}
$$

From the inequality $\left|f\left(x_{k}\right)-f\left(x_{k-1}\right)\right| \leqslant\left|f\left(x_{k}\right)-f(c)\right|+\left|f(c)-f\left(x_{k-1}\right)\right|$, it follows that

$$
\sum_{i=1}^{n}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right| \leqslant V_{a}^{c} f+V_{c}^{b} f
$$

Since the subdivision $\Delta$ is arbitrary, we obtain $V_{a}^{b} f \leqslant V_{a}^{c} f+V_{c}^{b} f$.
(b) We now show that $V_{a}^{b} f \geqslant V_{a}^{c} f+V_{c}^{b} f$. If $V_{a}^{b} f=+\infty$, then the inequality clearly holds. If $V_{a}^{c} f=+\infty$, then for every positive number $N$ there is a subdivision $a=x_{0}<x_{1}<\cdots<x_{k}=c$ such that $\sum_{i=1}^{k}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right|>N$. Then $a=x_{0}<x_{1}<\cdots<x_{k}<x_{k+1}=b$ is a subdivision of $I$ so that

$$
V_{a}^{b} f \geqslant \sum_{i=1}^{k}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right|+\left|f(b)-f\left(x_{k}\right)\right|>N .
$$

Since $N$ is arbitrary, it follows that $V_{a}^{b} f=+\infty$. Similarly, if $V_{c}^{b} f=+\infty$, then $V_{a}^{b} f=+\infty$. Hence we may assume that $V_{a}^{c} f$ and $V_{c}^{b} f$ are both finite. Now let $\varepsilon>0$ be given. From the definition of supremum, there is a subdivision

$$
\Delta_{1}: a=x_{0}<x_{1}<\cdots<x_{k}=c
$$

such that

$$
\sum_{i=1}^{k}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right|>V_{a}^{c} f-\frac{1}{2} \varepsilon .
$$

Similarly, there is a subdivision $\Delta_{2}: c=x_{k}<x_{k+1} \cdots<x_{n}=b$ such that

$$
\sum_{i=k+1}^{n}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right|>V_{c}^{b} f-\frac{1}{2} \varepsilon .
$$

Therefore

$$
V_{a}^{b} f \geqslant \sum_{i=1}^{n}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right|>V_{a}^{c} f+V_{c}^{b} f-\varepsilon .
$$

Since $\varepsilon$ is arbitrary, the result follows.
Example 1. Suppose that $f$ is a nondecreasing function on $I=\{x: a \leqslant x \leqslant b\}$. Show that $V_{a}^{x} f=f(x)-f(a)$ for $x \in I$.
Solution. Let $x$ be in $I$ and let $\Delta$ be a subdivision $a=x_{0}<x_{1}<\cdots<x_{n-1}<$ $x_{n}=x$. We have

$$
\sum_{i=1}^{n}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right|=\sum_{i=1}^{n}\left[f\left(x_{i}\right)-f\left(x_{i-1}\right)\right]=f(x)-f(a),
$$

the first equality holding because $f$ is nondecreasing, and the second because all the terms except the first and last cancel. Since the above equalities hold for every subdivision, they hold also for the supremum. Hence $V_{a}^{x} f=$ $f(x)-f(a)$.

By the same argument we show easily that if $f$ is nonincreasing on $I$, then $V_{a}^{x} f=f(a)-f(x)$.

Figure 12.1(a) shows a typical function of bounded variation, while Figure 12.1 (b) shows the variation of $f$ on the interval $[a, x]$ for $x$ between $a$ and $b$. We observe that $V_{a}^{x} f$ is always an increasing (nondecreasing) positive function of $x$.

Example 2. Given the function

$$
f: x \rightarrow \begin{cases}\sin (\pi / x) & \text { for } 0<x \leqslant 1 \\ 0 & \text { for } x=0\end{cases}
$$

Show that $V_{0}^{1} f=+\infty$ (see Figure 12.2).


Figure 12.1(a). $f$, a function of bounded variation.


Figure 12.1(b). $V_{a}^{x} f$, the variation of $f$.

Solution. Choose the particular subdivision $a=0, x_{1}=2 /(2 n+1), x_{2}=2 /$ $(2 n-1), \ldots, x_{n-1}=2 / 3, x_{n}=1$. Then a computation shows that

$$
V_{0}^{1} f \geqslant \sum_{k=1}^{n}\left|f\left(x_{k}\right)-f\left(x_{k-1}\right)\right|=2 n .
$$

Since $n$ may be arbitrary large, $V_{0}^{1} f=+\infty$.
Example 3. Suppose that $f$ is continuous on $I=\{x: a \leqslant x \leqslant b\}$ and $f^{\prime}$ is bounded on $I$. Show that $f$ is of bounded variation.


Figure 12.2. $y=\sin (\pi / x), 0<x \leqslant 1$.

Solution. If $\left|f^{\prime}\right| \leqslant M$ on $I$, we may apply the Mean-value theorem to obtain $\left|f\left(x_{k}\right)-f\left(x_{k-1}\right)\right| \leqslant M\left|x_{k}-x_{k-1}\right|$ for any two points $x_{k-1}, x_{k}$ of $I$. Therefore, for any subdivision $\Delta$,

$$
\sum_{k=1}^{n}\left|f\left(x_{k}\right)-f\left(x_{k-1}\right)\right| \leqslant M \sum_{k=1}^{n}\left|x_{k}-x_{k-1}\right|=M(b-a) .
$$

Hence $V_{a}^{b} f \leqslant M(b-a)$.

The above example gives us an easy sufficient condition for determining when a function is of bounded variation. Since functions may be of bounded variation without being continuous (see Figure 12.1) the set of functions with finite variation is much larger than the set having a bounded first derivative.

We now prove a convergence theorem for sequences of functions whose variations on an interval are uniformly bounded. For this purpose we establish several properties of functions of bounded variation as well as a "diagonal process" for convergence.

Lemma 12.1. Let $f$ be given on $I=\{x: a \leqslant x \leqslant b\}$, and define $\varphi(x)=V_{a}^{x} f$. If $x_{1}, x_{2}$ are any points of $I$, then $V_{x_{1}}^{x_{2}} f=\varphi\left(x_{2}\right)-\varphi\left(x_{1}\right)$ and

$$
V_{x_{1}}^{x_{2}} f \geqslant\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right| .
$$

The function $\varphi$ is nondecreasing.
The formula $V_{x_{1}}^{x_{2}} f=\varphi\left(x_{2}\right)-\varphi\left(x_{1}\right)$ is a restatement of (12.1) in Theorem 12.1. The remainder of the proof is obvious from the definition of variation.

Theorem 12.2. Suppose that $f$ is of bounded variation on $I=\{x: a \leqslant x \leqslant b\}$. If $f$ is continuous on the left at $b$, then $\varphi(x)=V_{a}^{x} f$ is continuous on the left at b. Similarly, if $f$ is continuous on the right at $a$, then $\varphi$ is also. If $f$ is continuous at any point of $I$, then $\varphi$ is continuous at that point.

Proof. We prove the first statement, the others being similar. Let $\varepsilon>0$ be given. Then there is a subdivision $\Delta: a=x_{0}<x_{1}<\cdots<x_{n}=b$ such that

$$
\begin{equation*}
V_{a}^{b} f<\sum_{i=1}^{n}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right|+\frac{1}{2} \varepsilon . \tag{12.2}
\end{equation*}
$$

By inserting an additional point, if necessary, we may suppose (because $f$ is continuous on the left) that $\left|f(b)-f\left(x_{n-1}\right)\right|<\frac{1}{2} \varepsilon$. Then for $x_{n-1} \leqslant x \leqslant b$, it follows from Lemma 12.1 that

$$
\begin{aligned}
\varphi(x) & \geqslant \varphi\left(x_{n-1}\right)=V_{a}^{x_{n-1}} f \\
& \geqslant \sum_{i=1}^{n-1}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right|>\sum_{i=1}^{n}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right|-\frac{1}{2} \varepsilon .
\end{aligned}
$$

Therefore, taking (12.2) into account,

$$
\varphi(x)>V_{a}^{b} f-\varepsilon=\varphi(b)-\varepsilon .
$$

Since $\varepsilon$ is arbitrary and $\varphi$ is nondecreasing the result follows.
The next theorem exhibits an important relationship between monotone functions and functions of bounded variation. It shows that every function of bounded variation is the difference of two nondecreasing functions.

Theorem 12.3. Suppose that $f$ is of bounded variation on $I=\{x: a \leqslant x \leqslant b\}$. Then there are nondecreasing functions $g$ and $h$ on I such that

$$
\begin{equation*}
f(x)=g(x)-h(x) \quad \text { for } \quad x \in I, \tag{12.3}
\end{equation*}
$$

and $V_{a}^{x} f=g(x)+h(x)-f(a)$ for $x \in I$. Moreover, if $f$ is continuous on the left at any point $c \in I$, then $g$ and $h$ are also. Similarly, $g$ and $h$ are continuous on the right wherever $f$ is.

Proof. Choose

$$
\begin{equation*}
g(x)=\frac{1}{2}\left[f(a)+V_{a}^{x} f+f(x)\right], \quad h(x)=\frac{1}{2}\left[f(a)+V_{a}^{x} f-f(x)\right] . \tag{12.4}
\end{equation*}
$$

To show that $g$ is nondecreasing, observe that $2 g\left(x_{2}\right)-2 g\left(x_{1}\right)=V_{x_{1}}^{x_{2}} f+$ $f\left(x_{2}\right)-f\left(x_{1}\right)$. From Lemma 12.1 we have $V_{x_{1}}^{x_{2}} f \geqslant\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right|$ and so $g\left(x_{2}\right) \geqslant g\left(x_{1}\right)$. The proof for $h$ is similar.

Suppose that $f$ is continuous on the left or right at $c$. Then so is $\varphi$ where $\varphi(x)=V_{a}^{x} f$. The continuity result follows directly from Theorem 12.2 and the explicit formulas for $g$ and $h$.

Remarks. The decomposition of $f$ given by (12.3) and (12.4) is not unique. If $\psi$ is any nondecreasing function on $I$, we also have the decomposition $f=(g+\psi)-(h+\psi)$. In fact, if $\psi$ is strictly increasing, then this decomposition of $f$ is the difference of two strictly increasing functions.

Theorem 12.4. If $f$ is nondecreasing on $I=\{x: a \leqslant x \leqslant b\}$, then the points of discontinuity of $f$ are at most a countable set. (This result is stated without proof in Section 6.3, which discusses countable sets on the line. See Theorem 6.16.)

Proof. For each point $c$ in the interior of $I$, we know that $\lim _{x \rightarrow c+} f(x)=f(c+)$ and $\lim _{x \rightarrow c-} f(x)=f(c-)$ both exist. (See Theorem 3.7.) Since $f$ is nondecreasing, it is clear that $f(c+) \geqslant f(c-)$ for each number $c$. Let $k$ be any positive real number. Define the set

$$
E_{k}=\{x \in I: f(x+)-f(x-) \geqslant k\} .
$$

Since $f$ is a bounded monotone function, $E_{k}$ is a finite set. The set $E=$ $\bigcup_{j=1}^{\infty} E_{1 / 2^{j}}$ is countable and contains all the points of discontinuity of $f$.

Corollary. If $f$ is of bounded variation on $I=\{x: a \leqslant x \leqslant b\}$, then the points of discontinuity form at most a countable set.

A method for obtaining convergent subsequences of a given sequence, known as the Cantor diagonal process, is a widely used and important tool of analysis. Although we shall employ it here only for functions from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$, we prove the result for general mappings from one metric space to another.

Theorem 12.5 (Cantor's diagonal process). Let $X$ and $Y$ be sets in a metric space with $Y$ compact. For $n=1,2, \ldots$, let $f_{n}: X \rightarrow Y$ be given mappings. Suppose that $S=\left\{x_{1}, x_{2}, \ldots, x_{n}, \ldots\right\}$ is a countable subset of $X$. Then there is a subsequence $\left\{g_{n}\right\}$ of $\left\{f_{n}\right\}$ such that $\left\{g_{n}\right\}$ converges at every point of $S$.

Proof. The sequence $\left\{f_{n}\left(x_{1}\right)\right\}$ of $Y$ has a convergent subsequence because $Y$ is compact. Call this convergent subsequence $\left\{f_{1 n}\right\}$ and suppose $f_{1 n}\left(x_{1}\right) \rightarrow y_{1}$ as $n \rightarrow \infty$. Because $Y$ is compact the sequence $\left\{f_{1 n}\left(x_{2}\right)\right\}$ of $Y$ has a convergent subsequence. Call this subsequence $\left\{f_{2 n}\right\}$ and suppose $f_{2 n}\left(x_{2}\right) \rightarrow y_{2}$ as $n \rightarrow \infty$. Note that $f_{2 n}$, being a subsequence of $f_{1 n}$, is such that $f_{2 n}\left(x_{1}\right) \rightarrow y_{1}$ as $n \rightarrow \infty$. We continue taking subsequences so that $\left\{f_{k n}\right\}$ converges to $y_{1}, y_{2}, \ldots, y_{k}$ at $x_{1}, x_{2}, \ldots, x_{k}$, respectively.

Now consider the diagonal sequence $\left\{f_{n n}\right\}$ and let $x_{p} \in S$. The sequence $\left\{f_{p n}\right\}$ converges at $x_{p}$. For $m>p$, the sequence $\left\{f_{m m}\right\}$ forms a subsequence of $\left\{f_{p n}\right\}$ and so also is convergent at $x_{p}$. Hence by choosing $g_{n}=f_{n n}$ we obtain the desired result.

Let $f$ be a monotone function defined on an interval $I$. A set of points $A$ is dense in an interval $I$ if the closure of $A$ contains $I$. The next result shows that if a sequence of monotone functions converges to $f$ on a dense set in $I$, it also converges at every point of $I$ where $f$ is continuous.

Theorem 12.6. Suppose that $f$ and $f_{n}, n=1,2, \ldots$, are nondecreasing functions from $I=\{x: a \leqslant x \leqslant b\}$ to $\mathbb{R}^{1}$. Let $S$ be a dense set in $I$ and suppose that $f_{n}(x) \rightarrow f(x)$ for each $x \in S$. If $x_{0}$ is a point in the interior of I such that $f$ is continuous at $x_{0}$, then $f_{n}\left(x_{0}\right) \rightarrow f\left(x_{0}\right)$.

Proof. Let $x_{0}$ be a point in the interior of $I$ such that $f$ is continuous at $x_{0}$. From the definition of continuity, for every $\varepsilon>0$ there is a $\delta>0$ such that

$$
\left|f(x)-f\left(x_{0}\right)\right|<\frac{1}{2} \varepsilon \text { for }\left|x-x_{0}\right|<\delta
$$

Of course, $\delta$ is chosen so small that the interval $\left|x-x_{0}\right|<\delta$ is contained in $I$. Since $S$ is dense in $I$, there are points $x_{1}$ and $x_{2}$ in $S$ with $x_{0}-\delta<x_{1}<x_{0}$ and $x_{0}<x_{2}<x_{0}+\delta$. (See Figure 12.3.) Because $f$ is nondecreasing we have

$$
\begin{equation*}
f\left(x_{0}\right)-\frac{1}{2} \varepsilon \leqslant f\left(x_{1}\right) \leqslant f\left(x_{0}\right) \leqslant f\left(x_{2}\right) \leqslant f\left(x_{0}\right)+\frac{1}{2} \varepsilon . \tag{12.5}
\end{equation*}
$$

From the fact that $x_{1}, x_{2} \in S$ and $\left\{\dot{f_{n}}\right\}$ converges for all $x \in S$, there is an integer
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$N$ such that

$$
\begin{equation*}
\left|f_{n}\left(x_{1}\right)-f\left(x_{1}\right)\right|<\frac{1}{2} \varepsilon \quad \text { and } \quad\left|f_{n}\left(x_{2}\right)-f\left(x_{2}\right)\right|<\frac{1}{2} \varepsilon \tag{12.6}
\end{equation*}
$$

for all $n>N$. For each $n$, we have $f_{n}\left(x_{1}\right) \leqslant f_{n}\left(x_{0}\right) \leqslant f_{n}\left(x_{2}\right)$ and this fact is now combined with (12.5) and (12.6) to yield

$$
\begin{aligned}
f\left(x_{0}\right)-\varepsilon & \leqslant f\left(x_{1}\right)-\frac{1}{2} \varepsilon<f_{n}\left(x_{1}\right) \leqslant f_{n}\left(x_{0}\right) \\
& \leqslant f_{n}\left(x_{2}\right)<f\left(x_{2}\right)+\frac{\varepsilon}{2} \leqslant f\left(x_{0}\right)+\varepsilon .
\end{aligned}
$$

Therefore $\left|f_{n}\left(x_{0}\right)-f\left(x_{0}\right)\right|<\varepsilon$. That is, $f_{n}$ converges to $f$ at $x_{0}$.
Remarks. By Theorem 12.4 we know that the points of discontinuity of $f$ in Theorem 12.6 are at most countable. Therefore the points of convergence of a nondecreasing sequence as in the above theorem consists of all of $I$ except for at most a countable set. Because of Theorem 12.3 on decomposition, a theorem analogous to Theorem 12.6 holds for functions of bounded variation.

Since there are countable dense sets in every interval (for example, the rational numbers), the Cantor diagonal process may be combined with Theorem 12.6 to yield subsequences which converge throughout the interval. The principal result in this direction, known as Helly's theorem, merely requires that the functions $f_{n}$ and their total variation, i.e., the quantity $V_{a}^{b} f_{n}$, remain uniformly bounded.

Theorem 12.7 (Helly's theorem). Let $f_{n}, n=1,2, \ldots$, be functions of bounded variation on $I=\{x: a \leqslant x \leqslant b\}$. Suppose that the functions and their total variations are uniformly bounded. That is, there are constants $L$ and $M$ such that

$$
\left|f_{n}(x)\right| \leqslant L \quad \text { and } \quad V_{a}^{b} f_{n} \leqslant M \quad \text { for all } x, n .
$$

Then there is a subsequence $\left\{g_{n}\right\}$ of $\left\{f_{n}\right\}$ which converges at every point of I to a function $f$. Furthermore, $V_{a}^{b} f \leqslant M$.

Proof. Define $g_{n}=\frac{1}{2}\left[f_{n}(a)+V_{a}^{x} f_{n}+f_{n}(x)\right], h_{n}=\frac{1}{2}\left[f_{n}(a)+V_{a}^{x} f_{n}-f_{n}(x)\right]$ as in (12.4); then $g_{n}, h_{n}$ are nondecreasing and uniformly bounded. Therefore it is sufficient to prove the theorem for nondecreasing functions $f_{n}$. Let $S=$ $\left\{x_{1}, x_{2}, \ldots\right\}$ be a countable dense subset of $I$ which contains $a$ and $b$. Since the interval $J=\{x:-L \leqslant x \leqslant L\}$ is a compact subset of $\mathbb{R}^{1}$, we may employ the Cantor diagonal process. Hence there is a subsequence $\left\{H_{n}\right\}$ of $\left\{f_{n}\right\}$ such that $H_{n}\left(x_{i}\right) \rightarrow y_{i}$ as $n \rightarrow \infty$ for each $x_{i} \in S$. The functions $H_{n}$ are nondecreasing
and therefore for every $n$ we have $H_{n}\left(x_{i}\right) \leqslant H_{n}\left(x_{j}\right)$ if $x_{i}<x_{j}$. It follows that $y_{p} \leqslant y_{q}$ whenever $x_{p}<x_{q}$ for $x_{p}, x_{q} \in S$. Define

$$
f_{0}(x)=\sup _{x_{p} \leqslant x} y_{p} \quad \text { for } \quad x \in I, x_{p} \in S
$$

The function $f_{0}$ is nondecreasing since, for $z<w$, the points in $S$ less than $z$ form a subset of the points in $S$ which are less than $w$. Also, for $x_{p} \in S$, we have $H_{n}\left(x_{p}\right) \rightarrow f_{0}\left(x_{p}\right)=y_{p}$. From Theorem 12.6 it follows that $H_{n}(x) \rightarrow f_{0}(x)$ at any point $x$ where $f_{0}$ is continuous. Since $f_{0}$ is continuous except at possibly a countable set $T$ in $I$, there is a further subsequence $\left\{G_{n}\right\}$ of $\left\{H_{n}\right\}$ which converges at each point of $T$ and continues to converge at the remaining points of $I$. Let $f$ denote the limit function of $\left\{G_{n}\right\}$.

Let $a=x_{0}^{\prime}<x_{1}^{\prime}<x_{2}^{\prime}<\cdots<x_{k}^{\prime}=b$ be any subdivision of $I$. Then

$$
\sum_{i=1}^{k}\left|f\left(x_{i}^{\prime}\right)-f\left(x_{i-1}^{\prime}\right)\right|=\lim _{n \rightarrow \infty} \sum_{i=1}^{k}\left|G_{n}\left(x_{i}^{\prime}\right)-G_{n}\left(x_{i-1}^{\prime}\right)\right| \leqslant M
$$

since for each $n$, we have $V_{a}^{b} g_{n} \leqslant M$. Hence $V_{a}^{b} f \leqslant M$.
The next result gives a sufficient condition for determining when a function is of bounded variation, and also a method for computing its variation (see Example 3).

Theorem 12.8. Suppose that $f$ and $f^{\prime}$ are continuous on an interval $I=$ $\{x: a \leqslant x \leqslant b\}$. Then $f$ is of bounded variation on I and

$$
V_{a}^{b} f=\int_{a}^{b}\left|f^{\prime}(x)\right| d x
$$

Proof. The first part of the Theorem was established in Example 3 earlier. Let $\Delta: a=x_{0}<x_{1}<\cdots<x_{n}=b$ be any subdivision. Then by the Meanvalue theorem, there are numbers $\xi_{i}$ such that $x_{i-1} \leqslant \xi_{i} \leqslant x_{i}$ with

$$
\sum_{i=1}^{n}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right|=\sum_{i=1}^{n}\left|f^{\prime}\left(\xi_{i}\right)\right| \cdot\left|x_{i}-x_{i-1}\right| .
$$

Let $\varepsilon>0$ be given. From the definition of integral, there is a $\delta>0$ such that

$$
\left|\sum_{i=1}^{n}\right| f^{\prime}\left(\xi_{i}\right)| | x_{i}-x_{i-1}\left|-\int_{a}^{b}\right| f^{\prime}(x)|d x|<\frac{1}{2} \varepsilon
$$

for every subdivision with mesh less than $\delta$. Now we use the definition of bounded variation to assert that for the above $\varepsilon$, there is a subdivision $\Delta_{0}: a=z_{0}<z_{1}<\cdots<z_{m}=b$ such that

$$
V_{a}^{b} f \geqslant \sum_{i=1}^{m}\left|f\left(z_{i}\right)-f\left(z_{i-1}\right)\right|>V_{a}^{b} f-\frac{1}{2} \varepsilon .
$$

Let $\Delta_{1}: a=x_{0}^{\prime}<x_{1}^{\prime}<\cdots<x_{p}^{\prime}=b$, be the common refinement of $\Delta$ and $\Delta_{0}$.

Then $\Delta_{1}$ has mesh less than $\delta$. Hence

$$
V_{a}^{b} f \geqslant \sum_{i=1}^{p}\left|f\left(x_{i}^{\prime}\right)-f\left(x_{i-1}^{\prime}\right)\right| \geqslant \sum_{i=1}^{m}\left|f\left(z_{i}\right)-f\left(z_{i-1}\right)\right|>V_{a}^{b} f-\frac{1}{2} \varepsilon
$$

and

$$
\left|\sum_{i=1}^{p}\right| f\left(x_{i}^{\prime}\right)-f\left(x_{i-1}^{\prime}\right)\left|-\int_{a}^{b}\right| f^{\prime}(x)|d x|<\frac{1}{2} \varepsilon .
$$

Combining these inequalities, we obtain

$$
\left|V_{a}^{b} f-\int_{a}^{b}\right| f^{\prime}(x)|d x|<\varepsilon
$$

Since $\varepsilon$ is arbitrary, the result follows.
Remark. A function $f$ may be of bounded variation without having a bounded derivative. For example, the function $f: x \rightarrow x^{2 / 3}$ on $I=\{x: 0 \leqslant$ $x \leqslant 1\}$ is continuous and increasing on $I$. Hence it is of bounded variation. However, $f^{\prime}$ is unbounded at the origin.

## Problems

1. Suppose that $f$ is of bounded variation on $I=\{x: a \leqslant x \leqslant b\}$. Show that $f$ is bounded on $I$. In fact, show that $|f(x)| \leqslant|f(a)|+V_{a}^{b} f$.
2. Suppose that $f$ and $g$ are of bounded variation on $I=\{x: a \leqslant x \leqslant b\}$. Show that $f-g$ and $f g$ are functions of bounded variation.
3. Given $f(x)=\sin ^{2} x$ for $x \in I=\{x: 0 \leqslant x \leqslant \pi\}$. Find $V_{0}^{\pi} f$.
4. Given $f(x)=x^{3}-3 x+4$ for $x \in I=\{x: 0 \leqslant x \leqslant 2\}$. Find $V_{0}^{2} f$.
5. Given

$$
f(x)= \begin{cases}1 & \text { for } 0 \leqslant x<1, \\ \frac{1}{2} & \text { for } 1 \leqslant x<2, \\ 2 & \text { for } 2 \leqslant x \leqslant 3\end{cases}
$$

Find $V_{0}^{3} f$.
6. Let $I_{i}=\{x: i-1 \leqslant x<i\}, i=1,2, \ldots, n$. Let $f(x)=c_{i}$ for $x \in I_{i}$ and $f(n)=c_{n}$ where each $c_{i}$ is a constant. Find $V_{0}^{n} f$.
7. Show that the function

$$
f: x \rightarrow \begin{cases}x \sin (1 / x) & \text { for } x \neq 0 \\ 0 & \text { for } x=0\end{cases}
$$

is not of bounded variation on $I=\{x: 0 \leqslant x \leqslant 1\}$. However, prove that

$$
g: x \rightarrow \begin{cases}x^{2} \sin (1 / x) & \text { for } x \neq 0 \\ 0 & \text { for } x=0\end{cases}
$$

is of bounded variation on $I$.
8. Find those values of $\alpha$ and $\beta$ for which the function

$$
f: x \rightarrow \begin{cases}x^{\alpha} \sin \left(x^{-\beta}\right) & \text { for } x \neq 0 \\ 0 & \text { for } x=0\end{cases}
$$

is of bounded variation on $I=\{x: 0 \leqslant x \leqslant 1\}$.
9. Let $f$ and $g$ be functions of bounded variation on $I=\{x: a \leqslant x \leqslant b\}$. Show that

$$
\begin{aligned}
V_{a}^{b}(f+g) & \leqslant V_{a}^{b} f+V_{a}^{b} g, \\
V_{a}^{b}(k f) & =|k| V_{a}^{b} f, \quad k \text { a constant. }
\end{aligned}
$$

10. Let $\Delta: a=x_{0}<x_{1}<\cdots<x_{n}=b$ be a subdivision of $I=\{x: a \leqslant x \leqslant b\}$ and suppose $f$ is defined on $I$. Then $\sum_{i=1}^{n}\left[\left(x_{i}-x_{i-1}\right)^{2}+\left(f\left(x_{i}\right)-f\left(x_{i-1}\right)\right)^{2}\right]^{1 / 2}$ is the length of the inscribed polygonal arc of $f$. We define the length of $f$ on $I$, denoted $L_{a}^{b} f$, by the formula

$$
L_{a}^{b} f=\sup \sum_{i=1}^{n}\left[\left(x_{i}-x_{i-1}\right)^{2}+\left(f\left(x_{i}\right)-f\left(x_{i-1}\right)\right)^{2}\right]^{1 / 2},
$$

where the supremum is taken over all possible subdivisions.
(a) Show that for any function $f$, the inequalities

$$
V_{a}^{b} f+(b-a) \geqslant L_{a}^{b} f \geqslant\left[\left(V_{a}^{b} f\right)^{2}+(b-a)^{2}\right]^{1 / 2}
$$

hold. Hence conclude that a function is of bounded variation if and only if it has finite length.
(b) Show that if $a<c<b$ then

$$
L_{a}^{b} f=L_{a}^{c} f+L_{c}^{b} f .
$$

[Hint: Follow the proof of Theorem 12.1.]
11. A function $f$ defined on $I=\{x: a \leqslant x \leqslant b\}$ is said to satisfy a uniform Hölder condition with exponent $\alpha$ if there is a number $M$ such that

$$
\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right| \leqslant M \cdot\left|x_{1}-x_{2}\right|^{\alpha} \text { for all } x_{1}, x_{2} \in I .
$$

(a) If $f$ satisfies a uniform Hölder condition with $\alpha=1$ show that $f$ is of bounded variation.
(b) Give an example of a function which satisfies a uniform Hölder condition with $0<\alpha<1$ and which is not of bounded variation.
12. Compute $V_{0}^{a} f$ for $f(x)=x^{n} e^{-x}$ on $I=\{x: 0 \leqslant x \leqslant a\}$, where $a>n>0$.
13. Complete the proof of Lemma 12.1.
14. Complete the proof of Theorem 12.2.
15. Show that if $f$ is continuous and has a finite number of maxima and minima on an interval $I=\{x: a \leqslant x \leqslant b\}$, then $f$ is of bounded variation on $I$. Conclude that every polynomial function is of bounded variation on every finite interval.
16. Suppose that $f$ is of bounded variation on $I=\{x: a \leqslant x \leqslant b\}$. If $|f(x)| \geqslant c>0$ for all $x \in I$ where $c$ is a constant, show that $g(x)=1 / f(x)$ is of bounded variation on $I$.

### 12.2. The Riemann-Stieltjes Integral

We introduce a generalization of the Riemann integral, one in which a function $f$ is integrated with respect to a second function $g$. If $g(x)=x$ then the generalized integral reduces to the Riemann integral. This new integral, called the Riemann-Stieltjes integral, has many applications not only in various branches of mathematics, but in physics and engineering as well. By choosing the function $g$ appropriately we shall see that the Riemann-Stieltjes integral allows us to represent discrete as well as continuous processes in terms of integrals. This possibility yields applications to probability theory and statistics.

Definitions. Let $f$ and $g$ be functions from $I=\{x: a \leqslant x \leqslant b\}$ into $\mathbb{R}^{1}$. Suppose that there is a number $A$ such that for each $\varepsilon>0$ there is a $\delta>0$ for which

$$
\begin{equation*}
\left|\sum_{i=1}^{n} f\left(\zeta_{i}\right)\left[g\left(x_{i}\right)-g\left(x_{i-1}\right)\right]-A\right|<\varepsilon \tag{12.7}
\end{equation*}
$$

for every subdivision $\Delta$ of mesh size less than $\delta$ and for every sequence $\left\{\zeta_{i}\right\}$ with $x_{i-1} \leqslant \zeta_{i} \leqslant x_{i}, i=1,2, \ldots, n$. Then we say that $f$ is integrable with respect to $g$ on $I$. We also say that the integral exists in the Riemann-Stieltjes sense. The number $A$ is called the $\mathbf{R}-\mathbf{S}$ integral of $f$ with respect to $g$ and we write

$$
A=\int_{a}^{b} f d g=\int_{a}^{b} f(x) d g(x)
$$

As in the case of a Riemann integral, it is a simple matter to show that when the number $A$ exists it is unique. Furthermore, when $g(x)=x$, the sum in (12.7) is a Riemann sum and the $\mathrm{R}-\mathrm{S}$ integral reduces to the Riemann integral as described in Chapter 5.

It is important to observe that the $\mathrm{R}-\mathrm{S}$ integral may exist when $g$ is not continuous. For example, with $I=\{x: 0 \leqslant x \leqslant 1\}$ let $f(x) \equiv 1$ on $I$,

$$
g(x)=\left\{\begin{array}{lll}
0 & \text { for } & 0 \leqslant x<\frac{1}{2} \\
1 & \text { for } & \frac{1}{2} \leqslant x \leqslant 1
\end{array}\right.
$$

The quantity $\sum_{i=1}^{n} f\left(\zeta_{i}\right)\left[g\left(x_{i}\right)-g\left(x_{i-1}\right)\right]$ reduces to $\sum_{i=1}^{n}\left[g\left(x_{i}\right)-g\left(x_{i-1}\right)\right]$. However, all these terms are zero except for the subinterval which contains $x=\frac{1}{2}$. In any case, the terms of the sum "telescope" so that its value is $g(1)-g(0)=1$. Therefore, for every subdivision the Riemann-Stieltjes sum has the value 1 , and this is the value of the $R-S$ integral.

The $\mathrm{R}-\mathrm{S}$ integral may not exist if $f$ has a single point of discontinuity provided that the function $g$ is also discontinuous at the same point. For example, with $I=\{x: 0 \leqslant x \leqslant 1\}$ define

$$
f(x)=\left\{\begin{array}{ll}
1 & \text { for } \quad 0 \leqslant x<\frac{1}{2}, \\
2 & \text { for } \\
2
\end{array} \quad g(x)=x \leqslant 1, \quad\left\{\begin{array}{lll}
0 & \text { for } & 0 \leqslant x<\frac{1}{2} \\
1 & \text { for } & \frac{1}{2} \leqslant x \leqslant 1
\end{array}\right.\right.
$$

The quantity $\sum_{i=1}^{n} f\left(\zeta_{i}\right)\left[g\left(x_{i}\right)-g\left(x_{i-1}\right)\right]$ reduces to the single term which corresponds to the subinterval containing $x=\frac{1}{2}$. That is, we have one term of the form

$$
f\left(\zeta_{k}\right)\left[g\left(x_{k}\right)-g\left(x_{k-1}\right)\right]
$$

where $x_{k-1} \leqslant \frac{1}{2} \leqslant x_{k}$ and $x_{k-1} \leqslant \zeta_{k} \leqslant x_{k}$. Then $g\left(x_{k}\right)-g\left(x_{k-1}\right)=1$, but the value of $f\left(\zeta_{k}\right)$ will be 1 or 2 depending on whether $\zeta_{k}$ is chosen less than $\frac{1}{2}$ or greater than or equal to $\frac{1}{2}$. Since these two choices may be made regardless of the mesh of the subdivision, the $\mathrm{R}-\mathrm{S}$ integral does not exist.

The R-S integral has properties of additivity and homogeneity similar to those of the Riemann integral. These are stated in the next theorem, and we leave the proof of the reader.

## Theorem 12.9

(a) Suppose that $\int_{a}^{b} f d g_{1}$ and $\int_{a}^{b} f d g_{2}$ both exist. Define $g=g_{1}+g_{2}$. Then $f$ is integrable with respect to $g$ and

$$
\int_{a}^{b} f d g=\int_{a}^{b} f d g_{1}+\int_{a}^{b} f d g_{2}
$$

(b) Suppose that $\int_{a}^{b} f_{1} d g$ and $\int_{a}^{b} f_{2} d g$ both exist. Define $f=f_{1}+f_{2}$. Then $f$ is integrable with respect to $g$ and

$$
\int_{a}^{b} f d g=\int_{a}^{b} f_{1} d g+\int_{a}^{b} f_{2} d g
$$

(c) Suppose that $\int_{a}^{b} f d g$ exists and that $c$ is a constant. Then

$$
\int_{a}^{b}(c f) d g=c \int_{a}^{b} f d g .
$$

(d) Suppose $a<c<b$. Assume that not both $f$ and $g$ are discontinuous at $c$. If $\int_{a}^{c} f d g$ and $\int_{c}^{b} f d g$ exist, then $\int_{a}^{b} f d g$ exists and

$$
\int_{a}^{b} f d g=\int_{a}^{c} f d g+\int_{c}^{b} f d g
$$

The next theorem shows that if $g$ is smooth, then the $\mathrm{R}-\mathrm{S}$ integral is reducible to an ordinary Riemann integral. This reduction is useful for the calculation of Riemann-Stieltjes integrals. We show later (Theorem 12.16) that the $\mathbf{R}-\mathbf{S}$ integral exists for much larger classes of functions.

Theorem 12.10. Suppose that $f, g$, and $g^{\prime}$ are continuous on the interval $I=$ $\{x: a \leqslant x \leqslant b\}$. Then $\int_{a}^{b} f d g$ exists and

$$
\begin{equation*}
\int_{a}^{b} f d g=\int_{a}^{b} f(x) g^{\prime}(x) d x \tag{12.8}
\end{equation*}
$$

Proof. Let $\varepsilon>0$ be given. We wish to show that

$$
\begin{equation*}
\left|\sum_{i=1}^{n} f\left(\zeta_{i}\right)\left[g\left(x_{i}\right)-g\left(x_{i-1}\right)\right]-\int_{a}^{b} f(x) g^{\prime}(x) d x\right|<\varepsilon \tag{12.9}
\end{equation*}
$$

provided that the mesh of the subdivision is sufficiently small. We apply the Mean-value theorem to the Riemann-Stieltjes sum in (12.9) getting

$$
\begin{equation*}
\sum_{i=1}^{n} f\left(\zeta_{i}\right)\left[g\left(x_{i}\right)-g\left(x_{i-1}\right)\right]=\sum_{i=1}^{n} f\left(\zeta_{i}\right) g^{\prime}\left(\eta_{i}\right)\left(x_{i}-x_{i-1}\right) \tag{12.10}
\end{equation*}
$$

where $x_{i-1} \leqslant \eta_{i} \leqslant x_{i}$. The sum on the right would be a Riemann sum if $\eta_{i}$ where equal to $\zeta_{i}$. We show that for subdivisions with sufficiently small mesh this sum is close to a Riemann sum. Let $M$ denote the maximum of $|f(x)|$ on $I$. Since $g^{\prime}$ is continuous on $I$, it is uniformly continuous there. Hence there is a $\delta>0$ such that for $\left|\zeta_{i}-\eta_{i}\right|<\delta$ it follows that

$$
\begin{equation*}
\left|g^{\prime}\left(\zeta_{i}\right)-g^{\prime}\left(\eta_{i}\right)\right|<\frac{\varepsilon}{2 M(b-a)} \tag{12.11}
\end{equation*}
$$

From the definition of Riemann integral there is a subdivision with mesh so small (and less than $\delta$ ) that

$$
\begin{equation*}
\left|\sum_{i=1}^{N} f\left(\zeta_{i}\right) g^{\prime}\left(\zeta_{i}\right)\left(x_{i}-x_{i-1}\right)-\int_{a}^{b} f(x) g^{\prime}(x) d x\right|<\frac{1}{2} \varepsilon . \tag{12.12}
\end{equation*}
$$

By means of (12.11), we have

$$
\begin{align*}
& \left|\sum_{i=1}^{N} f\left(\zeta_{i}\right)\left[g^{\prime}\left(\eta_{i}\right)-g^{\prime}\left(\zeta_{i}\right)\right]\left(x_{i}-x_{i-1}\right)\right| \\
& \quad<\sum_{i=1}^{N} M\left|\frac{\varepsilon}{2 M(b-a)}\left(x_{i}-x_{i-1}\right)\right|=\frac{1}{2} \varepsilon . \tag{12.13}
\end{align*}
$$

From (12.12) and (12.13), for any $\zeta_{i}, \eta_{i}$ such that $x_{i-1} \leqslant \zeta_{i} \leqslant x_{i}$ and $x_{i-1} \leqslant$ $\eta_{i} \leqslant x_{i}$, we get the inequality

$$
\left|\sum_{i=1}^{N} f\left(\zeta_{i}\right) g^{\prime}\left(\eta_{i}\right)\left(x_{i}-x_{i-1}\right)-\int_{a}^{b} f(x) g^{\prime}(x) d x\right|<\varepsilon
$$

Now taking (12.9) and (12.10) into account, we get the desired result.

Example 1. Find the value of

$$
\int_{-1}^{2} x^{5} d\left(|x|^{3}\right)
$$

Solution. Consider the integrals $\int_{-1}^{0} x^{5} d\left(-x^{3}\right)$ and $\int_{0}^{2} x^{5} d\left(x^{3}\right)$. According to

Theorem 12.10, we have

$$
\begin{aligned}
\int_{-1}^{0} x^{5} d\left(-x^{3}\right) & \left.=-3 \int_{-1}^{0} x^{7} d x=-\frac{3}{8} x^{8}\right]_{-1}^{0}=\frac{3}{8} \\
\int_{0}^{2} x^{5} d\left(x^{3}\right) & \left.=3 \int_{0}^{2} x^{7} d x=\frac{3}{8} x^{8}\right]_{0}^{2}=96
\end{aligned}
$$

Now Property (d) of Theorem 12.9 yields

$$
\int_{-1}^{2} x^{5}\left(d|x|^{3}\right)=\frac{3}{8}+96
$$

The next theorem shows how to change variables in $R-S$ integrals, a result which is useful when actually performing integrations. This is the analogue of Theorem 5.13, the change of variables formula for Riemann integrals.

Theorem 12.11. Suppose that $f$ is integrable with respect to $g$ on $I=\{x: a \leqslant$ $x \leqslant b\}$. Let $x=x(u)$ be a continuous, increasing function on $J=\{u: c \leqslant$ $u \leqslant d\}$ with $x(c)=a$ and $x(d)=b$. Define

$$
F(u)=f[x(u)] \text { and } G(u)=g[x(u)] .
$$

Then $F$ is integrable with respect to $G$ on $J$, and

$$
\begin{equation*}
\int_{c}^{d} F(u) d G(u)=\int_{a}^{b} f(x) d g(x) . \tag{12.14}
\end{equation*}
$$

If $x(u)$ is continuous and decreasing on $J$ with $x(c)=b$ and $x(d)=a$, then

$$
\begin{equation*}
\int_{c}^{d} F(u) d G(u)=-\int_{a}^{b} f(x) d g(x) \tag{12.15}
\end{equation*}
$$

Proof. Let $\varepsilon>0$ be given. From the definition of $R-S$ integral, there is a $\delta>0$ such that

$$
\begin{equation*}
\left|\sum_{i=1}^{n} f\left(\zeta_{i}\right)\left[g\left(x_{i}\right)-g\left(x_{i-1}\right)\right]-\int_{a}^{b} f(x) d g(x)\right|<\varepsilon \tag{12.16}
\end{equation*}
$$

for all subdivisions $\Delta$ : $a=x_{0}<x_{1}<\cdots<x_{n}=b$ with mesh less than $\delta$ and any $\left\{\zeta_{i}\right\}$ in which $x_{i-1} \leqslant \zeta_{i} \leqslant x_{i}$. Since $x$ is (uniformly) continuous on $J$, there is a $\delta_{1}$ such that $\left|x\left(u^{\prime}\right)-x\left(u^{\prime \prime}\right)\right|<\delta$ whenever $\left|u^{\prime}-u^{\prime \prime}\right|<\delta_{1}$. Consider the subdivision $\Delta_{1}: c=u_{0}<u_{1}<\cdots<u_{n}=d$ of $J$ with mesh less than $\delta_{1}$. Let $\eta_{i}$ be such that $u_{i-1} \leqslant \eta_{i} \leqslant u_{i}$ for $i=1,2, \ldots, n$. Since $x(u)$ is increasing on $J$, denote $x\left(u_{i}\right)=x_{i}$ and $x\left(\eta_{i}\right)=\zeta_{i}$. Then the subdivision $\Delta$ of $I$ has mesh less than $\delta$ and $x_{i-1} \leqslant \zeta_{i} \leqslant x_{i}$ for $i=1,2, \ldots, n$. Therefore

$$
\sum_{i=1}^{n} F\left(\eta_{i}\right)\left[G\left(u_{i}\right)-G\left(u_{i-1}\right)\right]=\sum_{i=1}^{n} f\left(\zeta_{i}\right)\left[g\left(x_{i}\right)-g\left(x_{i-1}\right)\right]
$$

Taking into account the definition of the $\mathrm{R}-\mathrm{S}$ integral, (12.7), we see that the integrals in (12.14) are equal.

If $x(u)$ is decreasing on $J$, let $x\left(u_{i}\right)=x_{n-i}, x\left(\eta_{i}\right)=\zeta_{n+1-i}$. Then

$$
\sum_{i=1}^{n} F\left(\eta_{i}\right)\left[G\left(u_{i}\right)-G\left(u_{i-1}\right)\right]=\sum_{i=1}^{n} f\left(\zeta_{n+1-i}\right)\left[g\left(x_{n-i}\right)-g\left(x_{n+1-i}\right)\right]
$$

Setting $k=n+1-i, i=1,2, \ldots, n$, we find the sum on the right is

$$
-\sum_{k=1}^{n} f\left(\zeta_{k}\right)\left[g\left(x_{k}\right)-g\left(x_{k-1}\right)\right]
$$

Then (12.16) shows that the integrals in (12.15) are equal.
The next result is a generalization of the customary integration by parts formula studied in calculus. Formula (12.17) below is most useful for the actual computation of R-S integrals. It also shows that if either of the integrals $\int_{a}^{b} f d g$ or $\int_{a}^{b} g d f$ exists then the other one does.

Theorem 12.12 (Integration by parts). If $\int_{a}^{b} f d g$ exists, then so does $\int_{a}^{b} g d f$ and

$$
\begin{equation*}
\int_{a}^{b} g d f=g(b) f(b)-g(a) f(a)-\int_{a}^{b} f d g \tag{12.17}
\end{equation*}
$$

Proof. Let $\varepsilon>0$ be given. From the definition of $\mathrm{R}-\mathrm{S}$ integral, there is a $\delta^{\prime}>0$ such that

$$
\begin{equation*}
\left|\sum_{i=1}^{m} f\left(\zeta_{i}^{\prime}\right)\left[g\left(x_{i}^{\prime}\right)-g\left(x_{i-1}^{\prime}\right)\right]-\int_{a}^{b} f d g\right|<\varepsilon \tag{12.18}
\end{equation*}
$$

for any subdivision $\Delta^{\prime}: a=x_{0}^{\prime}<x_{1}^{\prime}<\cdots<x_{m}^{\prime}=b$ of mesh less than $\delta^{\prime}$ and any $\zeta_{i}^{\prime}$ with $x_{i-1}^{\prime} \leqslant \zeta_{i}^{\prime} \leqslant x_{i}^{\prime}$. Let $\delta=\frac{1}{2} \delta^{\prime}$ and choose a subdivision $\Delta: a=$ $x_{0}<x_{1}<\cdots<x_{n}=b$ of mesh less than $\delta$ and points $\zeta_{i}$ such that $x_{i-1} \leqslant$ $\zeta_{i} \leqslant x_{i}, i=1,2, \ldots, n$. We further select $\zeta_{0}=a$ and $\zeta_{n+1}=b$. Then we observe that $a=\zeta_{0} \leqslant \zeta_{1} \leqslant \cdots \leqslant \zeta_{n} \leqslant \zeta_{n+1}=b$ is a subdivision with mesh size less than $\delta^{\prime}$, and furthermore $\zeta_{i-1} \leqslant x_{i-1} \leqslant \zeta_{i}, i=1,2, \ldots, n+1$.

Therefore

$$
\begin{aligned}
\sum_{i=1}^{n} g\left(\zeta_{i}\right) & {\left[f\left(x_{i}\right)-f\left(x_{i-1}\right)\right] } \\
= & \sum_{i=1}^{n} g\left(\zeta_{i}\right) f\left(x_{i}\right)-\sum_{i=1}^{n} g\left(\zeta_{i}\right) f\left(x_{i-1}\right) \\
= & \sum_{i=2}^{n+1} g\left(\zeta_{i-1}\right) f\left(x_{i-1}\right)+g(a) f(a)-g(a) f(a) \\
& \quad-\sum_{i=1}^{n} g\left(\zeta_{i}\right) f\left(x_{i-1}\right)-g(b) f(b)+g(b) f(b) \\
= & \sum_{i=1}^{n+1} g\left(\zeta_{i-1}\right) f\left(x_{i-1}\right)-g(a) f(a)-\sum_{i=1}^{n+1} g\left(\zeta_{i}\right) f\left(x_{i-1}\right)+g(b) f(b)
\end{aligned}
$$

or

$$
\begin{align*}
\sum_{i=1}^{n} g\left(\zeta_{i}\right)\left[f\left(x_{i}\right)-f\left(x_{i-1}\right)\right]= & g(b) f(b)-g(a) f(a) \\
& -\sum_{i=1}^{n+1} f\left(x_{i-1}\right)\left[g\left(\zeta_{i}\right)-g\left(\zeta_{i-1}\right)\right] \tag{12.19}
\end{align*}
$$

The sum on the right is an $\mathrm{R}-\mathrm{S}$ sum which satisfies (12.18). Hence the right side of (12.19) differs from the right side of (12.17) by less than $\varepsilon$. But the left side of (12.19) is the $\mathrm{R}-\mathrm{S}$ sum for the left side of (12.17). The result follows since $\varepsilon$ is arbitrary.

We shall show below that if $f$ is continuous and $g$ of bounded variation on an interval $I=\{x: a \leqslant x \leqslant b\}$, then $\int_{a}^{b} f d g$ exists. Theorem 12.12 shows that if the hypotheses on $f$ and $g$ are reversed, the $\mathrm{R}-\mathrm{S}$ integral will still exist.

Example 2. Let $f$ be any function with a continuous derivative on $I=$ $\{x: a \leqslant x \leqslant b\}$. Let $a=a_{0}<a_{1}<\cdots<a_{N}=b$ be any finite sequence of numbers, and define

$$
g(x)= \begin{cases}c_{i} & \text { for } a_{i-1}<x \leqslant a_{i}, \quad i=1,2, \ldots, N \\ c_{0} & \text { for } x=a,\end{cases}
$$

where $c_{0}, c_{1}, \ldots, c_{N}$ are any constants. Show that

$$
\begin{equation*}
\int_{a}^{b} g(x) f^{\prime}(x) d x=c_{N} f(b)-c_{0} f(a)-\sum_{i=0}^{N-1} f\left(a_{i}\right)\left(c_{i+1}-c_{i}\right) . \tag{12.20}
\end{equation*}
$$

Solution. For the subinterval $I_{i}=\left\{x: a_{i-1} \leqslant x \leqslant a_{i}\right\}$, we have

$$
\int_{a_{i-1}}^{a_{i}} f(x) d g(x)=f\left(a_{i-1}\right)\left(c_{i}-c_{i-1}\right)
$$

which can be seen by considering the $R-S$ sum and proceeding to the limit. Property (d) of Theorem 12.9 yields

$$
\int_{a}^{b} f d g=\sum_{i=0}^{N-1} f\left(a_{i}\right)\left(c_{i+1}-c_{i}\right) .
$$

Now we employ integration by parts to obtain $\int_{a}^{b} g d f$. Observe that Theorem 12.10 can be proved when the integrand $f$ in Theorem 12.10 is a step function and, applying the result to $\int_{a}^{b} g d f$, we obtain (12.20).

We recall that any function of bounded variation may be represented as the difference of two monotone functions. Therefore if the existence of the $R-S$ integral $\int_{a}^{b} f d g$ when $f$ is continuous and $g$ is nondecreasing is established, it follows that the $\mathbf{R}-\mathrm{S}$ integral exists when $f$ is continuous and $g$ is of bounded variation. To establish the existence of the $\mathrm{R}-\mathrm{S}$ integral for as large a class as possible, we shall employ the method of Darboux described in Chapter 5. We begin by defining upper and lower Darboux-Stieltjes sums and integrals.

Definitions. Suppose that $f$ and $g$ are defined on $I=\{x: a \leqslant x \leqslant b\}$ and $g$ is nondecreasing on $I$. Let $\Delta: a=x_{0}<x_{1}<\cdots<x_{n}=b$ be a subdivision of $I$. Define $\Delta_{i} g=g\left(x_{i}\right)-g\left(x_{i-1}\right), i=1,2, \ldots, n$. Note that $\Delta_{i} g \geqslant 0$ for all $i$; also set

$$
M_{i}=\sup _{x_{i-1} \leqslant x \leqslant x_{i}} f(x), \quad m_{i}=\inf _{x_{i-1} \leqslant x \leqslant x_{i}} f(x) .
$$

## Define the upper and lower Darboux-Stieltjes sums

$$
S^{+}(f, g, \Delta)=\sum_{i=1}^{n} M_{i} \Delta_{i} g, \quad S_{-}(f, g, \Delta)=\sum_{i=1}^{n} m_{i} \Delta_{i} g .
$$

Since $g$ is nondecreasing, observe that the numbers $I_{i}=\Delta_{i} g=g\left(x_{i}\right)-$ $g\left(x_{i-1}\right)$ are nonnegative and that $\sum_{i=1}^{n} \Delta_{i} g=g(b)-g(a)$. Thus $\left\{I_{i}\right\}$ form a subdivision $\bar{\Delta}$ of the interval $g(b)-g(a)$, and if $\Delta^{\prime}$ is a refinement of $\Delta$, then there is induced a corresponding refinement $\bar{\Delta}^{\prime}$ of $\bar{\Delta}$.

The next result is completely analogous to Theorem 5.1 concerning Darboux sums, and we leave the proof to the reader.

Lemma 12.2. Suppose that $f$ and $g$ are defined on $I=\{x: a \leqslant x \leqslant b\}$ and $g$ is nondecreasing on I.
(a) If $m \leqslant f(x) \leqslant M$ on I and $\Delta$ is any subdivision, then

$$
m[g(b)-g(a)] \leqslant S_{-}(f, g, \Delta) \leqslant S^{+}(f, g, \Delta) \leqslant M[g(b)-g(a)] .
$$

(b) If $\Delta^{\prime}$ is a refinement of $\Delta$, then

$$
S_{-}\left(f, g, \Delta^{\prime}\right) \geqslant S_{-}(f, g, \Delta) \quad \text { and } \quad S^{+}\left(f, g, \Delta^{\prime}\right) \leqslant S^{+}(f, g, \Delta)
$$

(c) If $\Delta_{1}$ and $\Delta_{2}$ are any subdivisions of I, then

$$
S_{-}\left(f, g, \Delta_{1}\right) \leqslant S^{+}\left(f, g, \Delta_{2}\right) .
$$

Definitions. The upper and lower Darboux-Stieltjes integrals are given by

$$
\begin{array}{ll}
\int_{a}^{b} f d g=\inf S^{+}(f, g, \Delta) & \text { for all subdivisions } \Delta \text { of } I . \\
\int_{a}^{b} f d g=\sup S_{-}(f, g, \Delta) & \text { for all subdivisions } \Delta \text { of } I .
\end{array}
$$

These integrals are defined for all functions $f$ on $I$ and all functions $g$ which are nondecreasing on $I$. If

$$
\begin{equation*}
\int_{a}^{b} f d g=\int_{a}^{b} f d g \tag{12.21}
\end{equation*}
$$

we say $f$ is integrable with respect to $g$ on $I$ (in the Darboux-Stieltjes sense). The integral is the common value (12.21).

The following elementary properties of upper and lower Darboux-Stieltjes
integrals are similar to the corresponding ones for upper and lower Darboux integrals given in Chapter 5.

Theorem 12.13. Suppose that $f, f_{1}$, and $f_{2}$ are bounded on the interval $I=$ $\{x: a \leqslant x \leqslant b\}$ and that $g$ is nondecreasing on $I$.
(a) If $m \leqslant f(x) \leqslant M$ on $I$, then

$$
m[g(b)-g(a)] \leqslant \int_{a}^{b} f d g \leqslant \int_{a}^{b} f d g \leqslant M[g(b)-g(a)] .
$$

(b) If $f_{1}(x) \leqslant f_{2}(x)$ for $x \in I$, then

$$
\int_{a}^{b} f_{1} d g \leqslant \int_{a}^{b} f_{2} d g \quad \text { and } \quad \overline{\int_{a}^{b}} f_{1} d g \leqslant \int_{a}^{b} f_{2} d g .
$$

(c) Suppose that $a<c<b$. Then

$$
\int_{a}^{c} f d g+\int_{\underline{c}}^{b} f d g=\int_{\underline{a}}^{b} f d g, \quad \int_{a}^{c} f d g+\int_{c}^{b} f d g=\int_{a}^{b} f d g .
$$

(d) $\int_{a}^{c} f d g$ and $\int_{c}^{b} f d g$ both exist if and only if $\int_{a}^{b} f d g$ exists. In this case, we have

$$
\int_{a}^{c} f d g+\int_{c}^{b} f d g=\int_{a}^{b} f d g
$$

The proof of Theorem 12.13 is similar to the proof of the corresponding results for Riemann integrals as described in Theorems 5.2 and 5.3. We leave the details to the reader.

Theorem 12.14. Suppose that $f$ is continuous on $I=\{x: a \leqslant x \leqslant b\}$ and that $g$ is nondecreasing on I. Then the Riemann-Stieltjes integral $\int_{a}^{b} f d g$ exists.

Proof. Since $f$ is uniformly continuous on $I$, for every $\varepsilon>0$ there is a $\delta>0$ such that

$$
|f(x)-f(y)|<\frac{\varepsilon}{2[1+g(b)-g(a)]}
$$

whenever $|x-y|<\delta$. Let $\Delta: a=x_{0}<x_{1}<\cdots<x_{n}=b$ be a subdivision of $I$ with mesh less than $\delta$. Define $I_{i}=\left\{x: x_{i-1} \leqslant x \leqslant x_{i}\right\}$. Since $f$ is continuous on each $I_{i}$, there are numbers $\eta_{i}$ and $\zeta_{i}$ on $I_{i}$ such that $m_{i}=f\left(\eta_{i}\right)$ and $M_{i}=f\left(\zeta_{i}\right)$. Then we have

$$
\begin{aligned}
S^{+}(f, g, \Delta)-S_{-}(f, g, \Delta) & =\sum_{i=1}^{n}\left[f\left(\zeta_{i}\right)-f\left(\eta_{i}\right)\right] \Delta_{i} g \\
& \leqslant \sum_{i=1}^{n} \frac{\varepsilon}{2[1+g(b)-g(a)]} \Delta_{i} g<\frac{1}{2} \varepsilon
\end{aligned}
$$

Since $\varepsilon$ is arbitrary it follows that the Darboux-Stieltjes integral denoted
(D-S) $\int_{a}^{b} f d g$ exists. Now let $\xi_{i}$ be any point in $I_{i}$. From the fact that the Darboux-Stieltjes integral is between $S^{+}$and $S_{-}$, we find

$$
\begin{aligned}
(\mathrm{D}-\mathrm{S}) \int_{a}^{b} f d g-\varepsilon & <S_{-}(f, g, \Delta) \\
& =\sum_{i=1}^{n} f\left(\eta_{i}\right) \Delta_{i} g \leqslant \sum_{i=1}^{n} f\left(\xi_{i}\right) \Delta_{i} g \\
& \leqslant \sum_{i=1}^{n} f\left(\zeta_{i}\right) \Delta_{i} g=S^{+}(f, g, \Delta) \\
& <(\mathrm{D}-\mathrm{S}) \int_{a}^{b} f d g+\varepsilon .
\end{aligned}
$$

Since $\sum_{i=1}^{n} f\left(\xi_{i}\right) \Delta_{i} g$ tends to (D-S) $\int_{a}^{b} f d g$ as $\varepsilon \rightarrow 0$, the ( $\mathbf{R}-\mathbf{S}$ ) integral exists and, in fact, is equal to the ( $\mathrm{D}-\mathrm{S}$ ) integral.

Corollary. Suppose that $f$ is continuous on $I=\{x: a \leqslant x \leqslant b\}$ and that $g$ is of bounded variation on I. Then the Riemann-Stieltjes integral $\int_{a}^{b} f d g$ exists.

We give an example of functions $f$ and $g$ such that $f$ is not Riemann integrable on an interval $I$ but $\int f d g$ exists on that interval. To see this, we define

$$
f(x)=\left\{\begin{array}{ll}
0 & \text { for } \\
1 / x & \text { for } \\
0<x<1, \\
1 & \text { for } \\
1 \leqslant x \leqslant 2
\end{array} \quad g(x)=\left\{\begin{array}{lll}
1 & \text { for } 0 \leqslant x \leqslant 1 \\
x & \text { for } 1<x \leqslant 2
\end{array}\right.\right.
$$

Then clearly $\int_{0}^{2} f(x) d x$ does not exist since $f(x)=1 / x$ is not integrable for $0<x<1$. However, by considering Riemann-Stieltjes sums, we find that all such sums vanish for $0 \leqslant x \leqslant 1$. Hence

$$
\int_{0}^{2} f d g=\int_{1}^{2} f d g=\int_{1}^{2} d x=1
$$

The next result gives an important basic upper bound for the value of any $\mathbf{R}-\mathrm{S}$ integral.

Theorem 12.15. Suppose that $f$ is continuous on $I=\{x: a \leqslant x \leqslant b\}$ and that $g$ is of bounded variation on $I$. Let $M=\max _{x \in I}|f(x)|$. Then

$$
\left|\int_{a}^{b} f d g\right| \leqslant M V_{a}^{b} g
$$

The proof is a direct consequence of the definition of the $(\mathrm{R}-\mathrm{S})$ integral and the Corollary to Theorem 12.14 . We leave the details to the reader.

Suppose that $\left\{f_{n}\right\}$ and $\left\{g_{n}\right\}$ are sequences of functions which converge to functions $f$ and $g$ for all $x$ on an interval $I=\{x: a \leqslant x \leqslant b\}$. We wish to
establish conditions which guarantee that $\int_{a}^{b} f_{n} d g_{n}$ converges to $\int_{a}^{b} f d g$. For this purpose we prove the next technical result.

Lemma 12.3. Suppose that $f$ is continuous and $g$ is of bounded variation on $I=\{x: a \leqslant x \leqslant b\}$. Let $\Delta: a=x_{0}<x_{1}<\cdots<x_{n}=b$ be a subdivision of mesh less than $\delta$. Define

$$
\omega(f, \delta)=\sup |f(x)-f(y)| \quad \text { for all } x, y \text { with } \quad|x-y|<\delta .
$$

Suppose that $\zeta_{i}$ is in the interval $I_{i}=\left\{x: x_{i-1} \leqslant x \leqslant x_{i}\right\}$ for $i=1,2, \ldots, n$. Then

$$
\left|\sum_{i=1}^{n} f\left(\zeta_{i}\right) \Delta_{i} g-\int_{a}^{b} f d g\right| \leqslant \omega(f, \delta) V_{a}^{b} g
$$

Proof. We may write

$$
\int_{a}^{b} f d g=\sum_{i=1}^{n} \int_{x_{i-1}}^{x_{i}} f d g
$$

and

$$
\int_{x_{i-1}}^{x_{i}} f\left(\zeta_{i}\right) d g=f\left(\zeta_{i}\right) \Delta_{i} g
$$

Therefore

$$
\sum_{i=1}^{n} f\left(\zeta_{i}\right) \Delta_{i} g-\int_{a}^{b} f d g=\sum_{i=1}^{n} \int_{x_{i-1}}^{x_{i}}\left[f\left(\zeta_{i}\right)-f(x)\right] d g
$$

If the mesh of $\Delta$ is less than $\delta$, then for $\zeta_{i}$ and $x$ in $I_{i}$, it follows that

$$
\left|f\left(\zeta_{i}\right)-f(x)\right| \leqslant \omega(f, \delta)
$$

and so

$$
\begin{aligned}
\left|\sum_{i=1}^{n} f\left(\zeta_{i}\right) \Delta_{i} g-\int_{a}^{b} f d g\right| & \leqslant \sum_{i=1}^{n}\left|\int_{x_{i-1}}^{x_{i}}\left[f\left(\zeta_{i}\right)-f(x)\right] d g\right| \\
& \leqslant \omega(f, \delta) \sum_{i=1}^{n} V_{x_{i-1}}^{x_{i}} g=\omega(f, \delta) V_{a}^{b} g .
\end{aligned}
$$

The next theorem shows that for uniformly convergent sequences $\left\{f_{n}\right\}$ and for functions $\left\{g_{n}\right\}$ of uniformly bounded variation which tend to a limit on a dense set of points, the passage to the limit extends through Riemann-Stieltjes integrals.

Theorem 12.16. Suppose that $f_{n}, n=1,2, \ldots$, are continuous and $f_{n} \rightarrow f$ as $n \rightarrow \infty$ uniformly on $I=\{x: a \leqslant x \leqslant b\}$. Suppose that $g_{n}$ and $g$ are of bounded variation with $V_{a}^{b} g \leqslant L$ and $V_{a}^{b} g_{n} \leqslant L$ for all $n$. Let $S$ be any dense set of points on I which contains $a$ and $b$. If $g_{n} \rightarrow g$ on $S$, then

$$
\lim _{n \rightarrow \infty} \int_{a}^{b} f_{n} d g_{n}=\int_{a}^{b} f d g
$$

Proof. Let $\varepsilon_{n}=\max _{x \in I}\left|f_{n}(x)-f(x)\right|$. Then from Theorem 12.15, we have

$$
\left|\int_{a}^{b}\left(f_{n}-f\right) d g_{n}\right| \leqslant \varepsilon_{n} V_{a}^{b} g_{n} \leqslant \varepsilon_{n} L .
$$

Observe that $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$. Therefore

$$
\begin{aligned}
\left|\int_{a}^{b} f_{n} d g_{n}-\int_{a}^{b} f d g\right| & =\left|\int_{a}^{b}\left(f_{n}-f\right) d g_{n}+\int_{a}^{b} f\left(d g_{n}-d g\right)\right| \\
& \leqslant \varepsilon_{n} L+\left|\int_{a}^{b} f d g_{n}-\int_{a}^{b} f d g\right|
\end{aligned}
$$

We shall show that the second term on the right tends to zero as $n \rightarrow \infty$. Let $\varepsilon>0$ be given. Choose $\delta>0$ so small that $\omega(f, \delta)<\varepsilon / 3 L$. Next select a subdivision $\Delta: a=x_{0}<x_{1}<\cdots<x_{k}=b$ of mesh less than $\delta$ and with all subdivision points in $S$. From Lemma 12.3, we find

$$
\begin{equation*}
\left|\sum_{i=1}^{k} f\left(\zeta_{i}\right)\left[g_{n}\left(x_{i}\right)-g_{n}\left(x_{i-1}\right)\right]-\int_{a}^{b} f d g_{n}\right|<\frac{\varepsilon}{3 L} \cdot L=\frac{\varepsilon}{3} . \tag{12.22}
\end{equation*}
$$

Also, by the same reasoning

$$
\begin{equation*}
\left|\sum_{i=1}^{k} f\left(\zeta_{i}\right)\left[g\left(x_{i}\right)-g\left(x_{i-1}\right)\right]-\int_{a}^{b} f d g\right|<\frac{1}{3} \varepsilon \tag{12.23}
\end{equation*}
$$

We now use the fact that $g_{n} \rightarrow g$ on the dense set $S$. For each $i$ there is an integer $N$ such that

$$
\begin{equation*}
\left|\sum_{i=1}^{k} f\left(\zeta_{i}\right)\left\{\left[g_{n}\left(x_{i}\right)-g_{n}\left(x_{i-1}\right)\right]-\left[g\left(x_{i}\right)-g\left(x_{i-1}\right)\right]\right\}\right|<\frac{\varepsilon}{3} \tag{12.24}
\end{equation*}
$$

for all $n>N$. The result follows by inserting the three inequalities (12.22), (12.23), and (12.24) in the "triangle" inequality

$$
\begin{aligned}
& \left|\int_{a}^{b} f d g_{n}-\int_{a}^{b} f d g\right| \\
& \leqslant
\end{aligned} \begin{aligned}
& \left|\int_{a}^{b} f d g_{n}-\sum_{i=1}^{k} f\left(\zeta_{i}\right)\left[g_{n}\left(x_{i}\right)-g_{n}\left(x_{i-1}\right)\right]\right| \\
& \\
& \quad+\left|\sum_{i=1}^{k} f\left(\zeta_{i}\right)\left[g_{n}\left(x_{i}\right)-g_{n}\left(x_{i-1}\right)\right]-\sum_{i=1}^{k} f\left(\zeta_{i}\right)\left[g\left(x_{i}\right)-g\left(x_{i-1}\right)\right]\right| \\
& \quad+\left|\sum_{i=1}^{k} f\left(\zeta_{i}\right)\left[g\left(x_{i}\right)-g\left(x_{i-1}\right)\right]-\int_{a}^{b} f d g\right|<\frac{\varepsilon}{3}+\frac{\varepsilon}{3}+\frac{\varepsilon}{3}=\varepsilon .
\end{aligned}
$$

Example 3. Let $f_{n}=1-(1 / n) \sin n x, g_{n}=1+x^{n}, n=1,2, \ldots$ Show that $\int_{0}^{1} f_{n} d g_{n} \rightarrow 1$ as $n \rightarrow \infty$.

Solution. We observe that $f_{n} \rightarrow 1$ uniformly on $I=\{x: 0 \leqslant x \leqslant 1\}$ and that $g_{n}$ tends to the function

$$
g(x)=\left\{\begin{array}{llr}
1 & \text { for } & 0 \leqslant x<1 \\
2 & \text { for } & x=1
\end{array}\right.
$$

Therefore the hypotheses of Theorem 12.16 are satisfied. Since $\int_{0}^{1} 1 d g=1$, the result follows.

## Problems

1. (a) Let $a<c_{1}<c_{2}<\cdots<c_{n}<b$ be any points of $I=\{x: a \leqslant x \leqslant b\}$. Suppose that

$$
g(x)=\left\{\begin{array}{lll}
1 & \text { for } x \neq c_{i}, & i=1,2, \ldots, n \\
d_{i} & \text { for } x=c_{i}, & i=1,2, \ldots, n
\end{array}\right.
$$

where $d_{i}$ is a constant for each $i$.
Suppose that $f$ is continuous on $I$. Find an expression for $\int_{a}^{b} f d g$.
(b) Work Part (a) if $a=c_{1}<c_{2}<\cdots<c_{n}=b$. [Hint: First do Part (a) with $a=c_{1}<c_{2}=b$.]
2. Let $g(x)=\sin x$ for $0 \leqslant x \leqslant \pi$. Find the value of $\int_{0}^{\pi} x d g$.
3. Let $g(x)=e^{|x|}$ for $-1 \leqslant x \leqslant 1$. Find the value of $\int_{-1}^{1} x d g$.
4. Let $g(x)=k$ for $k-1<x \leqslant k, k=1,2,3, \ldots$. Find the value of $\int_{1}^{4} x d g$.
5. Show that with $g$ as in Problem 4, $\int_{1}^{5} g d g$ does not exist.
6. Prove Theorem 12.9.
7. Use Theorem 12.11 to evaluate $\int_{0}^{\sqrt{\pi}} \cos \left(u^{2}\right) d\left(\cos \left(u^{2}\right)\right)$.
8. Show that if $f$ and $g$ have a common point of discontinuity on an interval $I=\{x: a \leqslant x \leqslant b\}$, then $\int_{a}^{b} f d g$ cannot exist.
9. Suppose that $f \equiv c$ on $I=\{x: a \leqslant x \leqslant b\}$ where $c$ is any constant. If $g$ is of bounded variation on $I$, use integration by parts (Theorem 12.12) to show that $\int_{a}^{b} f d g=c[g(b)-g(a)]$.
10. Let $[x]$ denote the largest integer less than or equal to the number $x$. Find the value of $\int_{0}^{3}\left(x^{2}+1\right) d([x])$.
11. With $[x]$ defined as in Problem 10, show that

$$
\int_{1}^{n} \frac{[x]}{x^{t+1}} d x=\frac{-1}{t\left(n^{t-1}\right)}+\sum_{i=1}^{n} \frac{1}{i}, \quad t \neq 1 .
$$

Use the R-S integral.
12. Same as Problem 11 for

$$
\int_{1}^{2 n} \frac{2\left[\frac{1}{2} x\right]-[x]}{x^{t+1}} d x=\frac{1}{t} \sum_{i=1}^{2 n} \frac{(-1)^{i}}{i^{t}}, \quad t \neq 1 .
$$

13. Suppose that $f_{n}, f, g_{n}, g$ satisfy the hypotheses of Theorem 12.16. Under what circumstances is it true that

$$
\lim _{n \rightarrow \infty} \int_{a}^{b} g_{n} d f_{n} \rightarrow \int_{a}^{b} g d f ?
$$

14. Prove Lemma 12.2.
15. Prove Theorem 12.13.
16. Let $f$ be continuous and $g$ of bounded variation on $I=\{x: a \leqslant x<\infty\}$. Define $\int_{a}^{\infty} f d g=\lim _{x \rightarrow \infty} \int_{a}^{x} f d g$ when the limit exists. Show that if $f$ is bounded on $I$ and $g(x)=1 / k^{2}$ for $k-1 \leqslant x<k, k=1,2, \ldots$, then

$$
\int_{1}^{\infty} f d g=-\sum_{k=1}^{\infty} f(k+1)\left[\frac{1}{(k+1)^{2}}-\frac{1}{(k+2)^{2}}\right] .
$$

17. Use the function $g(x)=b_{k}$ for $k-1<x \leqslant k, k=1,2, \ldots, b_{k}$ constant, and the definition of integral over a half-infinite interval, as in Problem 16, to show that any infinite series $\sum_{k=1}^{\infty} a_{k}$ may be represented as a Riemann-Stieltjes integral.
18. Prove Theorem 12.15.
19. Let $f_{n}(x)=n x /\left(1+n^{3} x^{2}\right)$ and $g_{n}(x)=x^{n}$ on $I=\{x: 0 \leqslant x \leqslant 1\}$. Show that $\lim _{n \rightarrow \infty} \int_{0}^{1} f_{n}(x) d g_{n}(x)$ exists and find its value.
20. Let

$$
f(x)= \begin{cases}1 & \text { if } x \text { is rational } \\ 0 & \text { if } x \text { is irrational }\end{cases}
$$

and let $g(x)$ be any nonconstant, nondecreasing function on $I=\{x: 0 \leqslant x \leqslant 1\}$. Show that $\int_{0}^{1} f d g$ does not exist.
21. Let $f$ be continuous and $g$ nondecreasing on $I=\{x: 0 \leqslant x \leqslant b\}$. Prove the Meanvalue theorem:

$$
\int_{a}^{b} f(x) d g(x)=f(\zeta) \int_{a}^{b} d g(x),
$$

where $\zeta$ is some point of $I$. [Hint: Use Property (a) of Theorem 12.13, and the Intermediate-value theorem applied to the function $f$.]
22. Suppose that $f$ and $g$ are continuous on $\mathrm{I}=\{x: a \leqslant x \leqslant b\}$. Define $h(x)=\int_{a}^{x} g(t) d t$. Show that

$$
\int_{a}^{b} f d h=\int_{a}^{b} f(x) g(x) d x .
$$

## Contraction Mappings, Newton's Method, and Differential Equations

### 13.1. A Fixed Point Theorem and Newton's Method

The main result of this section is a simple theorem which proves to be useful in the solution of algebraic and differential equations. It will also be used to prove the important Implicit function theorem in Chapter 14.

We first recall the definition of a Cauchy sequence in a metric space $S$ (see Chapter 6). A sequence of points $\left\{p_{n}\right\}$ in $S$ is called a Cauchy sequence if and only if for every $\varepsilon>0$ there is an integer $N$ such that $d\left(p_{m}, p_{n}\right)<\varepsilon$ whenever $m, n>N$. We also recall Theorem 6.22 in Chapter 6 which states that every convergent sequence in a metric space is a Cauchy sequence. Since not every Cauchy sequence in a metric space is convergent, we introduce the following class of metric spaces.

Definition. A metric space $S$ is said to be complete if and only if every Cauchy sequence in $S$ converges to a point in $S$.

We observe that a compact metric space is always complete (Theorem 6.23). Although the space $\mathbb{R}^{1}$ is not compact it is complete, as was established in Theorem 3.14. With the aid of this result we now show that all the Euclidean spaces are complete.

Theorem 13.1. For every positive integer $N$, the space $\mathbb{R}^{N}$ is complete.

Proof. We already showed that $\mathbb{R}^{1}$ is complete. Let $N \geqslant 2$. Let $x_{1}, x_{2}, \ldots$, $x_{n}, \ldots$ be a Cauchy sequence in $\mathbb{R}^{N}$. With the notation $x_{n}=\left(x_{n}^{1}, x_{n}^{2}, \ldots, x_{n}^{N}\right)$,
the distance between the points $x_{m}$ and $x_{n}$ is

$$
d\left(x_{m}, x_{n}\right)=\left[\sum_{i=1}^{N}\left(x_{m}^{i}-x_{n}^{i}\right)^{2}\right]^{1 / 2} .
$$

Fix $j$ and observe that for each $j=1,2, \ldots, N$,

$$
\sum_{i=1}^{N}\left(x_{m}^{i}-x_{n}^{i}\right)^{2} \geqslant\left(x_{m}^{j}-x_{n}^{j}\right)^{2}
$$

Hence for each fixed $j$ with $1 \leqslant j \leqslant N$ the sequence $\left\{x_{n}^{j}\right\}$ is a Cauchy sequence in $\mathbb{R}^{1}$ and thus converges to a limit which is denoted $x_{0}^{j}$. We conclude that $x_{n} \rightarrow x_{0}$ where $x_{0}=\left(x_{0}^{1}, x_{0}^{2}, \ldots, x_{0}^{N}\right)$. The space $\mathbb{R}^{N}$ is complete.

Definition. Let $f$ be a mapping from a metric space $S$ into $S$. A point $x_{0}$ in $S$ is called a fixed point of the mapping $f$ if $f\left(x_{0}\right)=x_{0}$.

We now show that certain classes of mappings from a complete metric space into itself always have a fixed point.

Theorem 13.2 (A fixed point theorem). Suppose that $f$ is a mapping on a complete metric space $S$ into $S$ such that

$$
\begin{equation*}
d(f(x), f(y)) \leqslant k d(x, y) \tag{13.1}
\end{equation*}
$$

for all $x, y$ in $S$ with $0<k<1$. Then the mapping has a unique fixed point. That is, there is a unique point $x_{0} \in S$ such that $f\left(x_{0}\right)=x_{0}$. Moreover, if $x_{1}$ is any element of $S$, and the sequence $\left\{x_{n}\right\}$ is defined by setting $x_{n+1}=f\left(x_{n}\right)$, $n=1,2, \ldots$, then $x_{n}$ converges to $x_{0}$.

Proof. Start with any $x_{1}$ in $S$ and set $x_{n+1}=f\left(x_{n}\right), n=1,2, \ldots$ Then $d\left(x_{2}, x_{3}\right)=d\left(f\left(x_{1}\right), f\left(x_{2}\right)\right) \leqslant k d\left(x_{1}, x_{2}\right)$. Continuing,

$$
d\left(x_{3}, x_{4}\right)=d\left(f\left(x_{2}\right), f\left(x_{3}\right)\right) \leqslant k d\left(x_{2}, x_{3}\right) \leqslant k^{2} d\left(x_{1}, x_{2}\right) .
$$

In general,

$$
\begin{equation*}
d\left(x_{n}, x_{n+1}\right) \leqslant k^{n-1} d\left(x_{1}, x_{2}\right) \text { for } n=1,2, \ldots \tag{13.2}
\end{equation*}
$$

Let $m, n$ be any positive integers with $m>n$. Then by the triangle inequality in a metric space,

$$
d\left(x_{n}, x_{m}\right) \leqslant d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, x_{n+2}\right)+\cdots+d\left(x_{m-1}, x_{m}\right) .
$$

Applying inequality (13.2) to each term on the right, we obtain

$$
\begin{aligned}
d\left(x_{n}, x_{m}\right) & \leqslant d\left(x_{1}, x_{2}\right)\left[k^{n-1}+k^{n}+\cdots+k^{m-2}\right] \\
& =d\left(x_{1}, x_{2}\right) k^{n-1}\left[1+k+\cdots+k^{m-n-1}\right] .
\end{aligned}
$$

Since $\sum_{j=0}^{\infty} k^{j}=1 /(1-k)$, we find

$$
d\left(x_{n}, x_{m}\right)<d\left(x_{1}, x_{2}\right) k^{n-1} \frac{1}{1-k}
$$

Now let $\varepsilon>0$ be given. Since $0<k<1$, the right side tends to 0 as $n \rightarrow \infty$. Therefore there is an $N$ such that the right side is less than $\varepsilon$ for all $n>N$. Thus $\left\{x_{n}\right\}$ is a Cauchy sequence. Let $x_{0}$ be the limit of $\left\{x_{n}\right\}$. By (13.1), we know that $f$ is continuous on $S$ and so $f\left(x_{n}\right) \rightarrow f\left(x_{0}\right)$ as $n \rightarrow \infty$. Since $x_{n+1} \rightarrow x_{0}$ and $x_{n+1}=f\left(x_{n}\right)$, it follows that $f\left(x_{0}\right)=x_{0}$.

To establish the uniqueness of the point $x_{0}$, suppose there is a point $x^{\prime}$ such that $x^{\prime}=f\left(x^{\prime}\right)$. Using (13.1), we find that

$$
d\left(x_{0}, x^{\prime}\right)=d\left[f\left(x_{0}\right), f\left(x^{\prime}\right)\right] \leqslant k d\left(x_{0}, x^{\prime}\right)
$$

Since $0<k<1$, it is clear that $d\left(x_{0}, x^{\prime}\right)=0$, and so $x_{0}=x^{\prime}$.
A mapping $f$ which satisfies (13.1) with $0<k<1$ is called a contraction mapping.

Corollary. Let $I=\{x: a \leqslant x \leqslant b\}$ be an interval in $\mathbb{R}^{1}$ and suppose that $f: I \rightarrow I$ is a differentiable function at each interior point of $I$ with $\left|f^{\prime}(x)\right| \leqslant k, 0<k<1$ for each $x$. Then there is a unique point $x_{0}$ of I such that $f\left(x_{0}\right)=x_{0}$.

We leave the proof to the reader.
Example 1. Let $I=\{x: a \leqslant x \leqslant b\}$ be an interval and suppose that $f$ is differentiable on $I$ with $f(a)$ and $-f(b)$ contained in the interval $J=\{x: 0 \leqslant x \leqslant$ $b-a\}$. Furthermore, suppose that there are numbers $k$ and $k^{\prime}$ such that $-1<k^{\prime} \leqslant f^{\prime}(x) \leqslant k<0$ for all $x \in I$. Show that there is an $x_{0} \in I$ such that $f\left(x_{0}\right)=0$ and prove that for any $x_{1} \in I$, the iteration $x_{n+1}=f\left(x_{n}\right), n=1,2, \ldots$ converges to $x_{0}$.

Solution. Set $g(x)=f(x)+x$. Then, by hypothesis, $g(a) \in I, g(b) \in I$, and, since $g^{\prime}(x)=1+f^{\prime}(x)$, it follows that $g$ is an increasing function on $I$. Hence $g$ maps $I$ into $I$. Also, $g(x)-g(y)=x-y+f(x)-f(y)$ and, applying the Meanvalue Theorem, we find

$$
|g(x)-g(y)|=\left|(x-y)\left(1+f^{\prime}(\zeta)\right)\right|
$$

with $a<\zeta<b$. Thus

$$
|g(x)-g(y)| \leqslant(1+k)|x-y|,
$$

and from Theorem 13.2 it follows that there is an $x_{0}$ such that $g\left(x_{0}\right)=x_{0}$. Therefore $x_{0}+f\left(x_{0}\right)=x_{0}$ and $f\left(x_{0}\right)=0$.

Remarks. The above example shows that for any differentiable function $f$, if $f(a)$ and $f(b)$ are of opposite sign and if the derivative of $f$ is small (but bounded away from zero) then the zero of $f$ which must exist between $a$ and $b$ may always be found by a simple iteration method. There are many iteration methods for finding the zeros of functions on an interval. We now describe a method of wide applicability, especially when the first derivative of the function is large in the neighborhood of the zero.


Figure 13.1. Newton's method.

## Newton's method

Let $f$ be a twice differentiable function on $I=\{x: a \leqslant x \leqslant b\}$ with $f(a)>0$ and $f(b)<0$. Then there is an $x_{0} \in I$ such that $f\left(x_{0}\right)=0$. Newton's method consists of an iteration process which converges to $x_{0}$, one of the zeros of $f$ in $I$. We assume that there is a positive number $M$ such that $\left|f^{\prime}(x)\right| \geqslant 1 / M$ and $\left|f^{\prime \prime}(x)\right| \leqslant 2 M$ for all $x \in I$. Let $x_{1}$ be any point in $I$. We define a sequence $\left\{x_{n}\right\}$ by the formula, known as Newton's method,

$$
\begin{equation*}
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}, \quad n=1,2, \ldots \tag{13.3}
\end{equation*}
$$

The determination of $x_{n+1}$ from $x_{n}$ is shown geometrically in Figure 13.1. The tangent line to the graph of $y=f(x)$ is constructed at the point $\left(x_{n}, f\left(x_{n}\right)\right)$. The point where this line intersects the $x$ axis is $x_{n+1}$. To show that the sequence $\left\{x_{n}\right\}$ converges to $x_{0}$, first observe that

$$
\begin{equation*}
\left|x_{n+1}-x_{n}\right| \leqslant M\left|f\left(x_{n}\right)\right| . \tag{13.4}
\end{equation*}
$$

Next, apply Taylor's theorem with remainder to $f$ at $x_{n+1}$, getting

$$
f\left(x_{n+1}\right)=f\left(x_{n}\right)+f^{\prime}\left(x_{n}\right)\left(x_{n+1}-x_{n}\right)+\frac{1}{2} f^{\prime \prime}(\zeta)\left(x_{n+1}-x_{n}\right)^{2} .
$$

Because of (13.3) the first two terms on the right cancel, and so

$$
\begin{equation*}
\left|f\left(x_{n+1}\right)\right| \leqslant M\left|x_{n+1}-x_{n}\right|^{2} \tag{13.5}
\end{equation*}
$$

By means of (13.4) and (13.5), it is not difficult to show by induction that $\left\{x_{n}\right\}$ is a convergent sequence provided $\left|f\left(x_{1}\right)\right|$ and $M$ are less than 1 . Hence it
follows from (13.5) that $f\left(x_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. In terms of the Fixed point theorem, we define the function

$$
F(x)=x-\frac{1}{f^{\prime}(x)} f(x)
$$

then Newton's method consists of forming $x_{n+1}=F\left(x_{n}\right), n=1,2, \ldots$, and concluding from the convergence of the sequence that there is a fixed point $x_{0}$ such that $F\left(x_{0}\right)=x_{0}$. The existence of such a point in general does not follow from Theorem 13.2 since the range of $F$ is not necessarily contained in its domain and so we may not have a mapping of a complete metric space $I$ into itself.

Example 2. Find a positive root of the equation $2 x^{4}+2 x^{3}-3 x^{2}-5 x-$ $5=0$ with an accuracy of three decimal places.

Solution. We construct a table of values of $f(x)=2 x^{4}+2 x^{3}-3 x^{2}-5 x-5$ and obtain

| $x$ | 0 | 1 | 2 |
| :---: | ---: | ---: | ---: |
| $f(x)$ | -5 | -9 | 21 |.

Thus there is a positive root $x_{0}$ between $x=1$ and $x=2$. We choose $x_{1}=1.6$ as a first approximation and apply Newton's method. We calculate $f^{\prime}(x)=$ $8 x^{3}+6 x^{2}-6 x-5$. Then, according to Formula (13.3) we have

$$
x_{2}=1.6-\frac{f(1.6)}{f^{\prime}(1.6)}=1.6-\frac{0.6193}{33.528}=1.5815 .
$$

The next approximation yields

$$
x_{3}=x_{2}-\frac{f\left(x_{2}\right)}{f^{\prime}\left(x_{2}\right)}=1.5815-\frac{0.114}{32.1623}=1.5780 .
$$



Figure 13.2. Newton's method fails because $x_{1}$ is not close to $x_{0}$.

## Continuing, we find

$$
x_{4}=x_{3}-\frac{f\left(x_{3}\right)}{f^{\prime}\left(x_{3}\right)}=1.5780+0.0031=1.5811 .
$$

The root, accurate to three decimal places is 1.581 .
Newton's method may fail if the first approximation $x_{1}$ is not sufficiently close to the root $x_{0}$ or if the slope of $f$ at $x_{1}$ is not sufficiently large. Figure 13.2 illustrates how the second approximation, $x_{2}$, may be further from the root than the first approximation, $x_{1}$.

## Problems

1. Find the positive root of $2 x^{4}-3 x^{2}-5=0$ with an accuracy of three decimal places.
2. Find the positive root of $3 x^{3}+6 x^{2}-7 x-14=0$ with an accuracy of three decimal places.
3. Find the negative root of $x^{4}-2 x^{3}-3 x^{2}-2 x-4=0$ with an accuracy of two decimal places.
4. Find the root of $x-\cos x=0,0 \leqslant x \leqslant \pi / 2$ with an accuracy of two decimal places.
5. Find all the roots of $3 x^{3}+x^{2}-11 x+6=0$ with an accuracy of two decimal places.
6. Find the positive root of $3 x^{3}+16 x^{2}-8 x-16=0$ with an accuracy of four decimal places.
7. Given $f: x \rightarrow(1 / 4)\left(1-x-(1 / 10) x^{5}\right)$ defined on $I=\{x: 0 \leqslant x \leqslant 1\}$. By applying the Fixed point theorem to $g(x)=f(x)+x$, show that $f$ has a zero in $I$. Set up an iteration process and find the first three terms.
8. Consider the function $f: x \rightarrow \sqrt{1+x^{2}}$ defined on $I=\{x: 0 \leqslant x<\infty\}$. Show that $|f(x)-f(y)|<|x-y|$ for all $x \neq y$ and that $f$ does not have a fixed point. Conclude that Theorem 13.2 is false if $k=1$.
9. Prove the Corollary to Theorem 13.2.
10. Let $f:(x, y) \rightarrow\left(x^{\prime}, y^{\prime}\right)$ be a function from $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$ defined by

$$
\begin{aligned}
& x^{\prime}=\frac{1}{4} x+\frac{1}{3} y-2, \\
& y^{\prime}=\frac{1}{5} x-\frac{1}{3} y+3 .
\end{aligned}
$$

Use Theorem 13.2 to show that $f$ has a fixed point.
11. Let $f:(x, y) \rightarrow\left(x^{\prime}, y^{\prime}\right)$ be a function from $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$ defined by

$$
\begin{aligned}
& x^{\prime}=\frac{1}{3} \sin x-\frac{1}{3} \cos y+2, \\
& y^{\prime}=\frac{1}{6} \cos x+\frac{1}{2} \sin y-1 .
\end{aligned}
$$

Use Theorem 13.2 to show that $f$ has a fixed point.
12. Let $f$ be a mapping of a complete metric space $S$ into $S$, and suppose that $f^{2}=f \circ f$ satisfies the conditions of Theorem 13.2. Show that $f$ has a unique fixed point.
13. Use Newton's method to find to three decimal places the root of $e^{-x}-5 x=0$ on the interval $I=\{x: 0 \leqslant x \leqslant 1\}$.
14. Complete the details of the induction in the proof of convergence of Newton's method.
15. Suppose that an iteration, similar to Newton's method, is used according to the formula

$$
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{1}\right)}, \quad n=1,2, \ldots
$$

State and prove a theorem which establishes convergence of this method.

### 13.2. Application of the Fixed Point Theorem to Differential Equations

Let $D$ be an open set in $\mathbb{R}^{2}$ and suppose that $f: D \rightarrow \mathbb{R}^{1}$ is continuous. We now investigate the problem of determining solutions in $D$ of the first order differential equation

$$
\begin{equation*}
\frac{d y}{d x}=f(x, y) \tag{13.6}
\end{equation*}
$$

by means of the fixed point theorem of Section 13.1.
Definitions. Let $P\left(x_{0}, y_{0}\right)$ be a point of $D$. A function $y=\varphi(x)$ is a solution of the initial value problem of (13.6) if and only if $\varphi^{\prime}(x)=f(x, \varphi(x))$ for $x$ in some interval $I=\left\{x: x_{0}-h<x<x_{0}+h\right\}$ and if $\varphi$ satisfies the initial condition $y_{0}=\varphi\left(x_{0}\right)$.

We shall show that when $f$ satisfies certain smoothness conditions, a solution to the initial value problem exists and is unique. Since the method employs the Fixed point theorem of Section 1, the solution may always be found by an iteration technique.

Definitions. Let $S$ be a metric space and suppose that $f: S \rightarrow \mathbb{R}^{1}$ and $g: S \rightarrow \mathbb{R}^{1}$ are bounded continuous functions on $S$. We define the distance between $f$ and $g$ by

$$
\begin{equation*}
d(f, g)=\sup _{x \in S}|f(x)-g(x)| . \tag{13.7}
\end{equation*}
$$

It is easy to verify that the collection of all bounded continuous functions from $S$ to $\mathbb{R}^{1}$ forms a metric space with the distance function given by (13.7). We denote this space by $C(S)$.

Theorem 13.3. Let $S$ be a metric space and $C(S)$ the metric space of bounded continuous functions on $S$. Let $\left\{f_{n}\right\}$ be a sequence of elements of $C(S)$. Then $f_{n} \rightarrow f$ in $C(S)$ as $n \rightarrow \infty$ if and only if $f_{n} \rightarrow f$ uniformly on $S$ as $n \rightarrow \infty$.

Proof. Suppose $f_{n}$ converges to $f$ uniformly on $S$. Thus, suppose that for every $\varepsilon>0$ there is an integer $n_{0}$ such that

$$
\left|f_{n}(x)-f(x)\right|<\varepsilon \text { for all } n>n_{0}
$$

and the number $n_{0}$ is independent of $x \in S$. Consequently,

$$
\sup _{x \in S}\left|f_{n}(x)-f(x)\right| \leqslant \varepsilon \text { for } n>n_{0}
$$

and we conclude that $d\left(f_{n}, f\right) \rightarrow 0$ as $n \rightarrow \infty$. That is, $f_{n}$ converges to $f$ in $C(S)$. The converse is obtained by reversing the steps in the argument.

We leave to the reader the proof of the next two theorems.
Theorem 13.4. If $S$ is any metric space, the space $C(S)$ is complete.
Theorem 13.5. Let $S$ be a complete metric space and $A$ a closed subset of $S$. Then $A$, considered as a metric space, is complete.

Remarks. Let $S$ be a metric space and suppose that $f: S \rightarrow \mathbb{R}^{N}$ and $g: S \rightarrow \mathbb{R}^{N}$ are bounded continuous functions on $S$. That is, $f$ and $g$ have the form $f=\left(f, f_{2}, \ldots, f_{N}\right), g=\left(g_{1}, g_{2}, \ldots, g_{N}\right)$ where $f_{i}, g_{i}, i=1,2, \ldots, N$, are bounded continuous functions from $S$ into $\mathbb{R}^{1}$. If we define $|f(x)-g(x)|^{2}=$ $\sum_{i=1}^{N}\left|f_{i}(x)-g_{i}(x)\right|^{2}$, then the distance formula (13.7) determines a metric space denoted $C^{N}(S)$. It is now a straightforward matter to establish the analog of Theorem 13.3 for the space $C^{N}(S)$.

The next lemma enables us to reduce the problem of solving a differential equation to that of solving an integral equation. This reduction is used extensively in problems involving ordinary and partial differential equations.

Lemma 13.1. Suppose that $f: D \rightarrow \mathbb{R}^{1}$ is continuous, that $\varphi$ is defined and continuous on $I=\left\{x: x_{0}-h<x<x_{0}+h\right\}$ to $\mathbb{R}^{1}$, and that $\left(x_{0}, y_{0}\right) \in D$ with $\varphi\left(x_{0}\right)=y_{0}$. Then a necessary and sufficient condition that $\varphi$ be a solution of

$$
\begin{equation*}
\frac{d \varphi}{d x}=f[x, \varphi(x)] \tag{13.8}
\end{equation*}
$$

on I is that $\varphi$ satisfy the integral equation

$$
\begin{equation*}
\varphi(x)=y_{0}+\int_{x_{0}}^{x} f[t, \varphi(t)] d t \quad \text { for } \quad x \in I \tag{13.9}
\end{equation*}
$$

Proof. We integrate (13.8) between $x_{0}$ and $x$ obtaining (13.9). Then the Fundamental theorem of calculus establishes the required equivalence.

Definitions. Let $F$ be defined on a set $S$ in $\mathbb{R}^{1}$ with values in $\mathbb{R}^{1}$. We say that $F$ satisfies a Lipschitz condition on $S$ if and only if there is a constant $M$ such that

$$
\begin{equation*}
\left|F\left(x_{1}\right)-F\left(x_{2}\right)\right| \leqslant M\left|x_{1}-x_{2}\right| \tag{13.10}
\end{equation*}
$$

for all values of $x_{1}, x_{2}$ in $S$. The smallest number $M$ for which (13.10) holds is called the Lipschitz constant.

If $f$ has a bounded derivative on an interval $I$, then it satisfies a Lipschitz condition there. To see this, observe that by the Mean-value theorem there is a value $\zeta$ such that $f\left(x_{1}\right)-f\left(x_{2}\right)=f^{\prime}(\zeta)\left(x_{1}-x_{2}\right)$ for any $x_{1}, x_{2} \in I$. If $\left|f^{\prime}(\zeta)\right| \leqslant M$ for all $\zeta \in I$, then (13.10) clearly holds for the function $f$. On the other hand, a function may satisfy a Lipschitz condition and not be differentiable at certain points of $I$. A function whose graph consists of several connected straight line segments illustrates this property.

Theorem 13.6. Suppose that $f: R \rightarrow \mathbb{R}^{1}$ is continuous where $R$ is the rectangle $R=\left\{(x, y):\left|x-x_{0}\right|<h,\left|y-y_{0}\right| \leqslant k\right\}$, that $|f(x, y)| \leqslant M_{0}$ for $(x, y) \in R$, and that $f$ satisfies a Lipschitz condition with respect to $y$,

$$
\left|f\left(x, y_{1}\right)-f\left(x, y_{2}\right)\right| \leqslant M_{1}\left|y_{1}-y_{2}\right|
$$

whenever $\left(x, y_{1}\right)$ and $\left(x, y_{2}\right)$ are in $R$. Then if

$$
M_{0} h \leqslant k \quad \text { and } \quad M_{1} h<1
$$

there is a unique continuously differentiable function $\varphi$ defined on $I=$ $\left\{x: x_{0}-h<x<x_{0}+h\right\}$ for which

$$
\varphi\left(x_{0}\right)=y_{0}, \quad\left|\varphi(x)-y_{0}\right| \leqslant k \quad \text { and } \quad \frac{d \varphi}{d x}=f[x, \varphi(x)] .
$$

Proof. According to Lemma 13.1 it suffices to find a solution of the integral equation

$$
\begin{equation*}
\varphi(x)=y_{0}+\int_{x_{0}}^{x} f[t, \varphi(t)] d t \tag{13.11}
\end{equation*}
$$

with $\left|\varphi(x)-y_{0}\right| \leqslant k$ for $x \in I$. Let $C(I)$ be the metric space of bounded continuous functions on $I$, and let $E$ be the subset of $C(I)$ for which $\left|\varphi(x)-y_{0}\right| \leqslant k$. If $\left\{\varphi_{n}\right\}$ is a sequence of functions in $E$ which converges in $C(I)$ to a function $\varphi_{0}$, then the inequality

$$
\left|\varphi_{0}-y_{0}\right| \leqslant\left|\varphi_{0}-\varphi_{n}\right|+\left|\varphi_{n}-y_{0}\right|
$$

shows that $\varphi_{0}$ must also belong to $E$. Thus $E$ is a closed subset of $C(I)$ and, by Theorem 13.5, a complete metric space. We define a mapping $T$ on $E$ by the formula

$$
T(\varphi)=\psi \quad \text { where } \quad \psi(x)=y_{0}+\int_{x_{0}}^{x} f[t, \varphi(t)] d t, \quad \varphi \in E .
$$

We have

$$
\left|\psi(x)-y_{0}\right|=\left|\int_{x_{0}}^{x} f[t, \varphi(t)] d t\right| \leqslant M_{0}\left|x-x_{0}\right|<M_{0} h \leqslant k
$$

Hence $\psi$ is in $E$ and the mapping $T$ takes the metric space $E$ into itself. Now we show that $T$ is a contraction map. Let $\varphi_{1}, \varphi_{2}$ be in $E$ and denote $\psi_{1}=T\left(\varphi_{1}\right)$, $\psi_{2}=T\left(\varphi_{2}\right)$. Then

$$
\begin{aligned}
\left|\psi_{2}(x)-\psi_{1}(x)\right| & =\left|\int_{x_{0}}^{x}\left\{f\left[t, \varphi_{2}(t)\right]-f\left[t, \varphi_{1}(t)\right]\right\} d t\right| \\
& \leqslant\left|\int_{x_{0}}^{x} M_{1}\right| \varphi_{2}(t)-\varphi_{1}(t)|d t| \\
& \leqslant M_{1} h \sup _{t \in I}\left|\varphi_{2}(t)-\varphi_{1}(t)\right| \leqslant M_{1} h d\left(\varphi_{2}, \varphi_{1}\right) .
\end{aligned}
$$

Therefore $d\left(\psi_{2}, \psi_{1}\right) \leqslant M_{1} h d\left(\varphi_{2}, \varphi_{1}\right)$. Since $M_{1} h<1$ by hypothesis, Theorem 13.2 shows that the mapping $T$ has a unique fixed point. That is, Equation (13.11) has a unique solution and the result is established.

Remarks. If $f$ is defined in an open set $D$ in $\mathbb{R}^{2}$ and $M_{0}, M_{1}$ of Theorem 13.6 hold for all of $D$, then the solution $\varphi$, valid in a rectangle, can be extended throughout $D$. We observe that in the proof of Theorem 13.6, the size of $h$ depends only on $M_{0}, M_{1}$ and $k$ and not on $\varphi$. Once a solution $\varphi$ is found in a rectangle centered at $\left(x_{0}, y_{0}\right)$, we may take any other point on this solution curve, say $\left(x_{1}, y_{1}\right)$ and solve the initial value problem in a new rectangle centered at ( $x_{1}, y_{1}$ ) (see Figure 13.3). It is not difficult to show that in general this new solution will extend beyond the original one. By the uniqueness result, the solutions must coincide in the overlapping portions of the rectangles. Proceeding step by step we obtain a solution of the initial value problem throughout $D$.


Figure 13.3. Extending a solution.

Theorem 13.6 has an immediate extension to solutions of the system of equations

$$
\frac{d y_{i}}{d x}=f_{i}\left(x, y_{1}, y_{2}, \ldots, y_{N}\right), \quad i=1,2, \ldots, N
$$

We consider mappings from $I$ into $\mathbb{R}^{N}$ and the corresponding space of functions $C^{N}(I)$ as described in the remarks following Theorem 13.5. We obtain an existence and uniqueness theorem for the initial value problem provided the $f_{i}$ are continuous and satisfy a Lipschitz condition with respect to each of the variables $y_{1}, y_{2}, \ldots, y_{N}$.

The uniqueness conclusion of Theorem 13.6 fails if we drop the hypothesis of a Lipschitz condition and merely assume that $f$ is continuous. To see this, consider the equation

$$
\begin{equation*}
\frac{d y}{d x}=y^{1 / 3} \tag{13.12}
\end{equation*}
$$

in any open set containing $(0,0)$. Then it is clear that $y=\varphi(x) \equiv 0$ is a solution to (13.12) which satisfies the initial condition $\varphi(0)=0$. A second solution is given by $y=\varphi(x)=(2 x / 3)^{3 / 2}$. It is not difficult to see that the function $f(x, y)=y^{1 / 3}$ does not satisfy a Lipschitz condition in any open set which contains the point $(0,0)$.

## Problems

1. Let $S$ be a metric space. Show that the space $C(S)$ is complete (Theorem 13.4).
2. Let $S$ be a complete metric space and $A$ a closed subset of $S$. Show that $A$, considered as a metric space, is complete (Theorem 13.5).
3. Prove Theorem 13.3 with the metric space $C^{N}(S)$ in place of the space $C(S)$.
4. Consider the integral equation

$$
\varphi(x)=g(x)+\lambda \int_{a}^{b} K(x, y) \varphi(y) d y
$$

where $\lambda$ is a constant, $g$ is continuous on $I=\{x: a \leqslant x \leqslant b\}$, and $K$ is continuous on the square $S=\{(x, y): a \leqslant x \leqslant b, a \leqslant y \leqslant b\}$. Define the mapping $\psi=T \varphi$ by

$$
\psi=T \varphi \equiv g(x)+\lambda \int_{a}^{b} K(x, y) \varphi(y) d y .
$$

Use the fixed point theorem to show that for sufficiently small values of $\lambda$ there is a unique solution to the integral equation.
5. Given the differential equation $d y / d x=x^{2}+y^{2}$ and the initial condition $\varphi(0)=1$, use the method of reduction to an integral equation and successive approximation to find the first six terms in the Taylor expansion solution $y=\varphi(x)$.
6. In the proof of Theorem 13.6, write a complete proof of the statement that $E$ is a closed subset of $C(I)$.
7. Given the linear differential equation $d y / d x=A(x) y+B(x)$, show that if $A(x)$ and $B(x)$ are bounded and integrable on $I=\{x: a \leqslant x \leqslant b\}$, then the fixed point theorem yields a solution to the initial value problem on $I$.
8. Given the second order linear equation

$$
\frac{d^{2} y}{d x^{2}}+A(x) \frac{d y}{d x}+B(x) y+C(x)=0
$$

Let $y_{1}=y$ and $y_{2}=d y / d x$. Then the second order equation reduces to the pair of first order equations:

$$
\frac{d y_{1}}{d x}=y_{2}, \quad \frac{d y_{2}}{d x}=-A(x) y_{2}-B(x) y_{1}-C(x) .
$$

If $A, B$, and $C$ are continuous on $I=\{x: a \leqslant x \leqslant b\}$, show that a theorem similar to Theorem 13.6 holds.
9. Consider the system of differential equations

$$
\begin{equation*}
\frac{d y_{i}}{d x}=f_{i}\left(x, y_{1}, y_{2}, \ldots, y_{N}\right), \quad i=1,2, \ldots, N \tag{13.13}
\end{equation*}
$$

State and prove the analog of Lemma 13.1 for such a system.
10. State and prove the analog of Theorem 13.6 for systems of the form (13.13).

## Implicit Function Theorems and Lagrange Multipliers

### 14.1. The Implicit Function Theorem for a Single Equation

Suppose we are given a relation in $\mathbb{R}^{2}$ of the form

$$
\begin{equation*}
F(x, y)=0 . \tag{14.1}
\end{equation*}
$$

Then to each value of $x$ there may correspond one or more values of $y$ which satisfy (14.1)-or there may be no values of $y$ which do so. If $I=\left\{x: x_{0}-h<x<x_{0}+h\right\}$ is an interval such that for each $x \in I$ there is exactly one value of $y$ satisfying (14.1), then we say that $F(x, y)=0$ defines $y$ as a function of $x$ implicitly on $I$. Denoting this function by $f$, we have $F[x, f(x)]=0$ for $x$ on $I$.

An Implicit function theorem is one which determines conditions under which a relation such as (14.1) defines $y$ as a function of $x$ or $x$ as a function of $y$. The solution is a local one in the sense that the size of the interval I may be much smaller than the domain of the relation $F$. Figure 14.1 shows the graph of a relation such as (14.1). We see that $F$ defines $y$ as a function of $x$ in a region about $P$, but not beyond the point $Q$. Furthermore, the relation does not yield $y$ as a function of $x$ in any region containing the point $Q$ in its interior.

The simplest example of an Implicit function theorem states that if $F$ is smooth and if $P$ is a point at which $F_{, 2}$ (that is, $\partial F / \partial y$ ) does not vanish, then it is possible to express $y$ as a function of $x$ in a region containing this point. More precisely we have the following result.

Theorem 14.1. Suppose that $F, F_{, 1}$ and $F_{, 2}$ are continuous on an open set $A$ in $\mathbb{R}^{2}$ containing the point $P\left(x_{0}, y_{0}\right)$, and suppose that

$$
F\left(x_{0}, y_{0}\right)=0, \quad F_{, 2}\left(x_{0}, y_{0}\right) \neq 0 .
$$



Figure 14.1
(a) Then there are positive numbers $h$ and $k$ which determine a rectangle $R$ contained in $A$ (see Figure 14.2) given by

$$
R=\left\{(x, y):\left|x-x_{0}\right|<h,\left|y-y_{0}\right|<k\right\}
$$

such that for each $x$ in $I=\left\{x:\left|x-x_{0}\right|<h\right\}$ there is a unique number $y$ in $J=\left\{y:\left|y-y_{0}\right|<k\right\}$ which satisfies the equation $F(x, y)=0$. The totality of the points $(x, y)$ forms a function $f$ whose domain contains I and whose range is in $J$.
(b) The function $f$ and its derivative $f^{\prime}$ are continuous on I.

We shall give two proofs of Part (a), one which uses the elementary proper-


Figure 14.2
ties of continuous functions and the Intermediate-value theorem (Theorem 3.3 ), and a second which employs the Fixed point theorem in Chapter 13 (Theorem 13.2).

First Proof of Part (a). We assume $F_{, 2}\left(x_{0}, y_{0}\right)>0$; otherwise we replace $F$ by $-F$ and repeat the argument. Since $F_{, 2}$ is continuous there is a (sufficiently small) square $S=\left\{(x, y):\left|x-x_{0}\right| \leqslant k,\left|y-y_{0}\right| \leqslant k\right\}$ which is contained in $A$ and on which $F_{, 2}$ is positive. For each fixed value of $x$ such that $\left|x-x_{0}\right|<k$ we see that $F(x, y)$, considered as a function of $y$, is an increasing function. Since $F\left(x_{0}, y_{0}\right)=0$, it is clear that

$$
F\left(x_{0}, y_{0}+k\right)>0 \quad \text { and } \quad F\left(x_{0}, y_{0}-k\right)<0
$$

Because $F$ is continuous on $S$, there is a (sufficiently small) number $h$ such that $F\left(x, y_{0}+k\right)>0$ on $I=\left\{x:\left|x-x_{0}\right|<h\right\}$ and $F\left(x, y_{0}-k\right)<0$ on $I$. We fix a value of $x$ in $I$ and examine solutions of $F(x, y)=0$ in the rectangle $R$ (see Figure 14.2). Since $F\left(x, y_{0}-k\right)$ is negative and $F\left(x, y_{0}+k\right)$ is positive, there is a value $\bar{y}$ in $R$ such that $F(x, \bar{y})=0$. Also, because $F, 2>0$, there is precisely one such value. The correspondence $x \rightarrow \bar{y}$ is the function we seek, and we denote it by $f$.
(b) To show that $f$ is continuous at $x_{0}$ let $\varepsilon>0$ be given and suppose that $\varepsilon$ is smaller than $k$. Then we may construct a square $S_{\varepsilon}$ with side $2 \varepsilon$ and center at $\left(x_{0}, y_{0}\right)$ as in the proof of Part (a). There is a value $h^{\prime}<h$ such that $f$ is a function on $I^{\prime}=\left\{x:\left|x-x_{0}\right|<h^{\prime}\right\}$. Therefore

$$
\left|f(x)-f\left(x_{0}\right)\right|<\varepsilon \quad \text { whenever } \quad\left|x-x_{0}\right|<h^{\prime}
$$

and $f$ is continuous at $x_{0}$. At any other point $x_{1} \in I$, we construct a square $S_{1}$ with center at $\left(x_{1}, f\left(x_{1}\right)\right)$ and repeat the above argument.

To show that $f^{\prime}$ exists and is continuous we use the Fundamental lemma on differentiation (Theorem 7.2). Let $x \in I$ and choose a number $\rho$ such that $x+\rho \in I$. Then

$$
F(x+\rho, f(x+\rho))=0 \quad \text { and } \quad F(x, f(x))=0
$$

Writing $f(x+\rho)=f+\Delta f$ and using Theorem 7.2, we obtain

$$
\begin{equation*}
\left[F_{, 1}(x, f)+\varepsilon_{1}(\rho, \Delta f)\right] \rho+\left[F_{, 2}(x, f)+\varepsilon_{2}(\rho, \Delta f)\right] \Delta f=0 \tag{14.2}
\end{equation*}
$$

where $\varepsilon_{1}$ and $\varepsilon_{2}$ tend to zero as $\rho, \Delta f \rightarrow 0$. From the continuity of $f$, which we established, it follows that $\Delta f \rightarrow 0$ as $\rho \rightarrow 0$. From (14.2) it is clear that

$$
\frac{\Delta f}{\rho}=\frac{f(x+\rho)-f(x)}{\rho}=-\frac{F_{, 1}(x, f)+\varepsilon_{1}(\rho, \Delta f)}{F_{, 2}(x, f)+\varepsilon_{2}(\rho, \Delta f)}
$$

Since the right side tends to a limit as $\rho \rightarrow 0$, we see that

$$
\begin{equation*}
f^{\prime}(x)=-\frac{F_{, 1}(x, f)}{F_{, 2}(x, f)} \tag{14.3}
\end{equation*}
$$

By hypothesis the right side of (14.3) is continuous, and so $f^{\prime}$ is also.

Second Proof of Part (a). For fixed $x$ in the rectangle $R$ we consider the mapping

$$
T_{x} y=y-\frac{F(x, y)}{F_{, 2}\left(x_{0}, y_{0}\right)},
$$

which takes a point $y$ in $J$ into $\mathbb{R}^{1}$. We shall show that for $h$ and $k$ sufficiently small, the mapping takes $J$ into $J$ and has a fixed point. That is, there is a $y$ such that $T_{x} y=y$ or, in other words, there is a $y$ such that $F(x, y)=0$. To accomplish this, we first write the mapping $T_{x}$ in the more complicated form:

$$
\begin{aligned}
T_{x} y= & y_{0}-\frac{F_{, 1}\left(x_{0}, y_{0}\right)}{F_{, 2}\left(x_{0}, y_{0}\right)}\left(x-x_{0}\right) \\
& -\frac{1}{F_{, 2}\left(x_{0}, y_{0}\right)}\left[F(x, y)-F_{, 1}\left(x_{0}, y_{0}\right)\left(x-x_{0}\right)-F_{, 2}\left(x_{0}, y_{0}\right)\left(y-y_{0}\right)\right] .
\end{aligned}
$$

We define

$$
\begin{aligned}
c=\frac{F_{, 1}\left(x_{0}, y_{0}\right)}{F_{, 2}\left(x_{0}, y_{0}\right)}, \quad \psi(x, y)= & \frac{1}{F_{, 2}\left(x_{0}, y_{0}\right)}\left[F(x, y)-F_{, 1}\left(x_{0}, y_{0}\right)\left(x-x_{0}\right)\right. \\
& \left.-F_{, 2}\left(x_{0}, y_{0}\right)\left(y-y_{0}\right)\right] .
\end{aligned}
$$

Then the mapping $T_{x} y$ can be written

$$
T_{x} y=y_{0}-c\left(x-x_{0}\right)-\psi(x, y)
$$

Since $F\left(x_{0}, y_{0}\right)=0$, we see that

$$
\psi\left(x_{0}, y_{0}\right)=0, \quad \psi_{, 1}\left(x_{0}, y_{0}\right)=0, \quad \psi_{, 2}\left(x_{0}, y_{0}\right)=0 .
$$

Because $\psi_{, 1}$ and $\psi_{, 2}$ are continuous we can take $k$ so small that

$$
\left|\psi_{, 1}(x, y)\right| \leqslant \frac{1}{2}, \quad\left|\psi_{, 2}(x, y)\right| \leqslant \frac{1}{2}
$$

for $(x, y)$ in the square $S=\left\{(x, y):\left|x-x_{0}\right| \leqslant k,\left|y-y_{0}\right| \leqslant k\right\}$. We now expand $\psi(x, y)$ in a Taylor series in $S$ about the point $\left(x_{0}, y_{0}\right)$ getting

$$
\psi(x, y)=\psi_{, 1}(\xi, \eta)\left(x-x_{0}\right)+\psi_{, 2}(\xi, \eta)\left(y-y_{0}\right), \quad(\xi, \eta) \in S .
$$

Hence for $h \leqslant k$, we have the estimate in the rectangle $R$ :

$$
|\psi(x, y)| \leqslant \frac{1}{2} h+\frac{1}{2} k .
$$

Next we show that if we reduce $h$ sufficiently, the mapping $T_{x}$ takes the interval (space) $J$ into $J$. We have

$$
\begin{aligned}
\left|T_{x} y-y_{0}\right| & \leqslant\left|c\left(x-x_{0}\right)\right|+|\psi(x, y)| \\
& \leqslant|c| h+\frac{1}{2} h+\frac{1}{2} k=\left(\frac{1}{2}+|c|\right) h+\frac{1}{2} k
\end{aligned}
$$

We choose $h$ so small that $\left(\frac{1}{2}+|c|\right) h \leqslant k$. Then $T_{x} y$ maps $J$ into $J$ for each $x$ in $I=\left\{x:\left|x-x_{0}\right| \leqslant h\right\}$. The mapping $T_{x}$ is a contraction map; in fact, by the Mean-value theorem

$$
\left|T_{x} y_{1}-T_{x} y_{2}\right|=\left|-\psi\left(x, y_{1}\right)+\psi\left(x, y_{2}\right)\right| \leqslant \frac{1}{2}\left|y_{1}-y_{2}\right| .
$$

We apply Theorem 13.2 and for each fixed $x$ in $I$, there is a unique $y$ in $J$ such that $F(x, y)=0$. That is, $y$ is a function of $x$ for $(x, y) \in R$.

The Implicit function theorem has a number of generalizations and applications. If $F$ is a function from $\mathbb{R}^{N+1}$ to $\mathbb{R}^{1}$, we may consider whether or not the relation $F\left(x_{1}, x_{2}, \ldots, x_{N}, y\right)=0$ defines $y$ as a function from $\mathbb{R}^{N}$ into $\mathbb{R}^{1}$. That is, we state conditions which show that $y=f\left(x_{1}, x_{2}, \ldots, x_{N}\right)$. The proof of the following theorem is a straightforward extension of the proof of Theorem 14.1 and we leave the details to the reader.

Theorem 14.2. Suppose that $F, F_{, 1}, F_{2}, \ldots, F_{, N+1}$ are continuous on an open set $A$ in $\mathbb{R}^{N+1}$ containing the point $P\left(x_{1}^{0}, x_{2}^{0}, \ldots, x_{N}^{0}, y^{0}\right)$. We use the notation $x=\left(x_{1}, x_{2}, \ldots, x_{N}\right), x^{0}=\left(x_{1}^{0}, x_{2}^{0}, \ldots, x_{N}^{0}\right)$ and suppose that

$$
F\left(x^{0}, y^{0}\right)=0, \quad F_{, N+1}\left(x^{0}, y^{0}\right) \neq 0 .
$$

(a) Then there are positive numbers $h$ and $k$ which determine a cell $R$ contained in $A$ given by

$$
R=\left\{(x, y):\left|x_{i}-x_{i}^{0}\right|<h, \quad i=1,2, \ldots, N,\left|y-y^{0}\right|<k\right\},
$$

such that for each $x$ in the $N$-dimensional hypercube

$$
I_{N}=\left\{x:\left|x_{i}-x_{i}^{0}\right|<h, \quad i=1,2, \ldots, N\right\}
$$

there is a unique number $y$ in the interval

$$
J=\left\{y:\left|y-y^{0}\right|<k\right\}
$$

which satisfies the equation $F(x, y)=0$. That is, $y$ is a function of $x$ which may be written $y=f(x)$. The domain of $f$ contains $I_{N}$ and its range is in $J$.
(b) The function $f$ and its partial derivatives $f_{1}, f_{, 2}, \ldots, f_{N}$ are continuous on $I_{N}$.

A special case of Theorem 14.1 is the Inverse function theorem which was established in Chapter 4 (Theorems 4.17 and 4.18). If $f$ is a function from $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$, denoted $y=f(x)$, we wish to decide when it is true that $x$ may be expressed as a function of $y$. Set

$$
F(x, y)=y-f(x)=0
$$

and, in order to apply Theorem 14.1, $f^{\prime}$ must be continuous and $F_{, 1}=$ $-f^{\prime}(x) \neq 0$. We state the result in the following Corollary to Theorem 14.1.

Corollary (Inverse function theorem). Suppose that $f$ is defined on an open set $A$ in $\mathbb{R}^{1}$ with values in $\mathbb{R}^{1}$. Also assume that $f^{\prime}$ is continuous on $A$ and that $f\left(x_{0}\right)=y_{0}, f^{\prime}\left(x_{0}\right) \neq 0$. Then there is an interval I containing $y_{0}$ such that the inverse function of $f$, denoted $f^{-1}$, exists on I and has a continuous derivative there. Furthermore, the derivative $\left(f^{-1}\right)^{\prime}$ is given by the formula

$$
\begin{equation*}
\left(f^{-1}(y)\right)^{\prime}=\frac{1}{f^{\prime}(x)}, \tag{14.4}
\end{equation*}
$$

where $y=f(x)$.

Since $f^{-1}(f(x))=x$, we can use the Chain rule to obtain (14.4). However, (14.4) is also a consequence of Formula (14.3), with $F(x, y)=y-f(x)$, and we find

$$
\left(f^{-1}(y)\right)^{\prime}=-\frac{F_{, 2}}{F_{, 1}}=-\frac{1}{-f^{\prime}(x)} .
$$

Observe that in Theorems 4.17 and 4.18 the inverse mapping is one-to-one over the entire interval in which $f^{\prime}$ does not vanish.

Example 1. Given the relation

$$
\begin{equation*}
F(x, y)=y^{3}+2 x^{2} y-x^{4}+2 x+4 y=0 \tag{14.5}
\end{equation*}
$$

show that this relation defines $y$ as a function of $x$ for all values of $x$ in $\mathbb{R}^{1}$.
Solution. We have

$$
F_{, 2}=3 y^{2}+2 x^{2}+4,
$$

and so $F_{, 2}>0$ for all $x, y$. Hence for each fixed $x$, the function $F$ is an increasing function of $y$. Furthermore, from (14.5) it follows that $F(x, y) \rightarrow-\infty$ as $y \rightarrow$ $-\infty$ and $F(x, y) \rightarrow+\infty$ as $y \rightarrow+\infty$. Since $F$ is continuous, for each fixed $x$ there is exactly one value of $y$ such that $F(x, y)=0$. Applying Theorem 14.1, we conclude that there is a function $f$ on $\mathbb{R}^{1}$ which is continuous and differentiable such that $F[x, f(x)]=0$ for all $x$.

Example 2. Given the relation

$$
\begin{equation*}
F(x, y)=x^{3}+y^{3}-6 x y=0 \tag{14.6}
\end{equation*}
$$

find the values of $x$ for which the relation defines $y$ as a function of $x$ (on some interval) and find the values of $y$ for which the relation defines $x$ as a function of $y$ (on some interval).

Solution. The graph of the relation is shown in Figure 14.3. We see that

$$
F_{, 1}=3 x^{2}-6 y, \quad F_{, 2}=3 y^{2}-6 x
$$

and both partial derivatives vanish at $(0,0)$. We also observe that $F_{, 2}=0$ when $x=\frac{1}{2} y^{2}$, and substituting this value into the relation (14.6) we get $x=2 \sqrt[3]{4}$, $y=2 \sqrt[3]{2}$. The curve has a vertical tangent at this point, denoted $P$ in Figure 14.3. Hence $y$ is expressible as a function of $x$ in a neighborhood of all points on the curve except $P$ and the origin 0 . Similarly $F_{, 1}=0$ yields the point $Q$ with coordinates $(2 \sqrt[3]{2}, 2 \sqrt[3]{4})$. Then $x$ is expressible as a function of $y$ in a neighborhood of all points except $Q$ and the origin 0 .

## Problems

In each of Problems 1 through 4 show that the relation $F(x, y)=0$ yields $y$ as a function of $x$ in an interval $I$ about $x_{0}$ where $F\left(x_{0}, y_{0}\right)=0$. Denote the function by $f$ and compute $f^{\prime}$.


Figure 14.3

1. $F(x, y) \equiv y^{3}+y-x^{2}=0 ;\left(x_{0}, y_{0}\right)=(0,0)$.
2. $F(x, y) \equiv x^{2 / 3}+y^{2 / 3}-4=0 ;\left(x_{0}, y_{0}\right)=(1,3 \sqrt{3})$.
3. $F(x, y) \equiv x y+2 \ln x+3 \ln y-1=0 ;\left(x_{0}, y_{0}\right)=(1,1)$.
4. $F(x, y) \equiv \sin x+2 \cos y-\frac{1}{2}=0 ;\left(x_{0}, y_{0}\right)=(\pi / 6,3 \pi / 2)$.
5. Give an example of a relation $F(x, y)=0$ such that $F\left(x_{0}, y_{0}\right)=0$ and $F_{, 2}\left(x_{0}, y_{0}\right)=0$ at a point $O=\left(x_{0}, y_{0}\right)$, and yet $y$ is expressible as a function of $x$ in an interval about $x_{0}$.

In each of Problems 6 through 9 show that the relation $F\left(x_{1}, x_{2}, y\right)=0$ yields $y$ as a function of $\left(x_{1}, x_{2}\right)$ in a neighborhood of the given point $P\left(x_{1}^{0}, x_{2}^{0}, y^{0}\right)$. Denoting this function by $f$, compute $f_{, 1}$ and $f_{, 2}$ at $P$.
6. $F\left(x_{1}, x_{2}, y\right) \equiv x_{1}^{3}+x_{2}^{3}+y^{3}-3 x_{1} x_{2} y-4=0 ; P\left(x_{1}^{0}, x_{2}^{0}, y^{0}\right)=(1,1,2)$.
7. $F\left(x_{1}, x_{2}, y\right) \equiv e^{y}-y^{2}-x_{1}^{2}-x_{2}^{2}=0 ; P\left(x_{1}^{0}, x_{2}^{0}, y^{0}\right)=(1,0,0)$.
8. $F\left(x_{1}, x_{2}, y\right) \equiv x_{1}+x_{2}-y-\cos \left(x_{1} x_{2} y\right)=0 ; P\left(x_{1}^{0}, x_{2}^{0}, y^{0}\right)=(0,0,-1)$.
9. $F\left(x_{1}, x_{2}, y\right) \equiv x_{1}+x_{2}+y-e^{x_{1} x_{2} y}=0 ; P\left(x_{1}^{0}, x_{2}^{0}, y^{0}\right)=\left(0, \frac{1}{2}, \frac{1}{2}\right)$.
10. Prove Theorem 14.2.
11. Suppose that $F$ is a function from $\mathbb{R}^{2}$ to $\mathbb{R}^{1}$ which we write $y=F\left(x_{1}, x_{2}\right)$. State hypotheses on $F$ which imply that $x_{2}$ may be expressed as a function of $x_{1}$ and $y$ (extension of the Inverse function theorem). Use Theorem 14.2.
12. Suppose that $F(x, y, z)=0$ is such that the functions $z=f(x, y), x=g(y, z)$, and $y=h(z, x)$ all exist by the Implicit function theorem. Show that

$$
f_{, 1} \cdot g_{, 1} \cdot h_{, 1}=-1
$$

This formula is frequently written

$$
\frac{\partial z}{\partial x} \cdot \frac{\partial x}{\partial y} \cdot \frac{\partial y}{\partial z}=-1
$$

13. Find an example of a relation $F\left(x_{1}, x_{2}, y\right)=0$ and a point $P\left(x_{1}^{0}, x_{2}^{0}, y^{0}\right)$ such that $P$ satisfies the relation, and $F_{, 1}\left(x_{1}^{0}, x_{2}^{0}, y^{0}\right)=F_{, 2}\left(x_{1}^{0}, x_{2}^{0}, y^{0}\right)=F_{, 3}\left(x_{1}^{0}, x_{2}^{0}, y^{0}\right)=0$, yet $y$ is a function of $\left(x_{1}, x_{2}\right)$ in a neighborhood of $P$.
14. Suppose that the Implicit function theorem applies to $F(x, y)=0$ so that $y=f(x)$. Find a formula for $f^{\prime \prime}$ in terms of $F$ and its partial derivatives.
15. Suppose that the Implicit function theorem applies to $F\left(x_{1}, x_{2}, y\right)=0$ so that $y=f\left(x_{1}, x_{2}\right)$. Find formulas for $f_{, 1,1} ; f_{, 1,2} ; f_{, 2,2}$ in terms of $F$ and its partial derivatives.

### 14.2. The Implicit Function Theorem for Systems

We shall establish an extension of the Implicit function theorem of Section 14.1 to systems of equations which define functions implicitly. A vector $x$ in $\mathbb{R}^{m}$ has components denoted $\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ and a vector $y$ in $\mathbb{R}^{n}$ will have its components denoted by $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$. An element in $\mathbb{R}^{m+n}$ will be written $(x, y)$. We consider vector functions from $\mathbb{R}^{m+n}$ to $\mathbb{R}^{n}$ and write $F(x, y)$ for such a function. That is, $F$ will have components

$$
F^{1}(x, y), \quad F^{2}(x, y), \ldots, F^{n}(x, y)
$$

with each $F^{i}$ a function from $\mathbb{R}^{m+n}$ to $\mathbb{R}^{1}$.
In order to establish the Implicit function theorem for systems we need several facts from linear algebra and a number of useful inequalities. We suppose the reader is familiar with the elements of linear algebra and in the next three lemmas we establish the needed inequalities.

Definition. Let $A$ be an $m \times n$ matrix with elements

$$
\left(\begin{array}{cccc}
a_{1}^{1} & a_{2}^{1} & \ldots & a_{n}^{1} \\
\vdots & \vdots & & \vdots \\
a_{1}^{m} & a_{2}^{m} & \ldots & a_{n}^{m}
\end{array}\right)
$$

The norm of $A$, written $|A|$, is defined by

$$
|A|=\left[\sum_{i=1}^{m} \sum_{j=1}^{n}\left(a_{j}^{i}\right)^{2}\right]^{1 / 2} .
$$

Observe that for a vector, i.e., a $1 \times n$ matrix, the norm is the Euclidean length of the vector.

Lemma 14.1. Let $A$ be an $m \times n$ matrix, and suppose that $\zeta=\left(\zeta^{1}, \zeta^{2}, \ldots, \zeta^{n}\right)$ is a column vector (that is, an $n \times 1$ matrix) with $n$ components and that $\eta=\left(\eta^{1}, \eta^{2}, \ldots, \eta^{m}\right)$ is a column vector with $m$ components such that

$$
\eta=A \zeta
$$

or equivalently

$$
\begin{equation*}
\eta^{i}=\sum_{j=1}^{n} a_{j}^{i \zeta^{j}}, \quad i=1,2, \ldots, m . \tag{14.7}
\end{equation*}
$$

Then

$$
\begin{equation*}
|\eta| \leqslant|A||\zeta| . \tag{14.8}
\end{equation*}
$$

Proof. For fixed $i$ in (14.7) we square both sides and apply the Schwarz inequality (Section 6.1), getting

$$
\left(\eta^{i}\right)^{2} \leqslant \sum_{j=1}^{n}\left(a_{j}^{i}\right)^{2} \sum_{j=1}^{n}\left(\zeta^{j}\right)^{2}
$$

Then (14.8) follows by summing on $i$ and taking the square root.

The next lemma shows that with the above norm for matrices (and vectors) we can obtain an inequality for the estimation of integrals which resembles the customary one for absolute values.

Lemma 14.2. Let $b: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ be a continuous vector function on a bounded, closed figure $H$ in $\mathbb{R}^{m}$. Suppose that $\zeta$ is the $n \times 1$ column vector defined by

$$
\zeta=\int_{H} b d V_{m}
$$

That is,

$$
\zeta^{i}=\int_{H} b^{i} d V_{m}, \quad i=1,2, \ldots, n,
$$

where $b^{i}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{1}, i=1,2, \ldots, n$ are the components of $b$. Then

$$
|\zeta| \leqslant \int_{H}|b| d V_{m}
$$

Proof. Define $\lambda_{i}=\zeta^{i} /|\zeta|$. Then multiplying by $\zeta^{i}$ and summing on $i$, we have $\sum_{i=1}^{n} \lambda_{i} \zeta^{i}=|\zeta|$. Therefore

$$
|\zeta|=\sum_{i=1}^{n} \lambda_{i} \zeta^{i}=\sum_{i=1}^{n} \lambda_{i} \int_{H} b^{i} d V_{m}=\int_{H} \sum_{i=1}^{n} \lambda_{i} b^{i} d V_{m}
$$

We apply Lemma 14.1 and note that since $|\lambda|=1$ we obtain

$$
|\zeta| \leqslant \int_{H}|\lambda||b| d V_{m}=\int_{H}|b| d V_{m} .
$$

Definitions. Let $G$ be an open set in $\mathbb{R}^{m+n}$ and suppose that $F: G \rightarrow \mathbb{R}^{n}$ is a vector function $F(x, y)$ with continuous first partial derivatives. We define the $n \times m$ and the $n \times n$ matrices $\nabla_{x} F$ and $\nabla_{y} F$ by the formulas

$$
\nabla_{x} F=\left(\begin{array}{ccc}
\frac{\partial}{\partial x_{1}} F^{1} & \ldots & \frac{\partial}{\partial x_{m}} F^{1} \\
\vdots & & \vdots \\
\frac{\partial}{\partial x_{1}} F^{n} & \ldots & \frac{\partial}{\partial x_{m}} F^{n}
\end{array}\right), \quad \nabla_{y} F=\left(\begin{array}{ccc}
\frac{\partial}{\partial y_{1}} F^{1} & \ldots & \frac{\partial}{\partial y_{n}} F^{1} \\
\vdots & & \vdots \\
\frac{\partial}{\partial y_{1}} F^{n} & \ldots & \frac{\partial}{\partial y_{n}} F^{n}
\end{array}\right) .
$$

The Fixed point theorem of Chapter 13 will be used to establish the Implicit function theorem for systems. We note that in proving this theorem for a single equation we made essential use of the Mean-value theorem. The next lemma provides an appropriate generalization to systems of the Mean-value theorem.

Lemma 14.3. Let $G$ be an open set in $\mathbb{R}^{m+n}$ and $F: G \rightarrow \mathbb{R}^{n}$ a vector function with continuous first partial derivatives. Suppose that the straight line segment $L$ joining $(\bar{x}, \bar{y})$ and $(\overline{\bar{x}}, \overline{\bar{y}})$ is in $G$ and that there are two positive constants $M_{1}$, $M_{2}$ such that

$$
\left|\nabla_{x} F\right| \leqslant M_{1} \quad \text { and } \quad\left|\nabla_{y} F\right| \leqslant M_{2}
$$

for all points $(x, y)$ on the segment $L$. Then

$$
|F(\overline{\bar{x}}, \overline{\bar{y}})-F(\bar{x}, \bar{y})| \leqslant M_{1} \cdot|\overline{\bar{x}}-\bar{x}|+M_{2} \cdot|\overline{\bar{y}}-\bar{y}| .
$$

Proof. Any point on the segment joining $(\bar{x}, \bar{y})$ to $(\overline{\bar{x}}, \overline{\bar{y}})$ has coordinates $(\bar{x}+t(\overline{\bar{x}}-\bar{x}), \bar{y}+t(\overline{\bar{y}}-\bar{y}))$ for $0 \leqslant t \leqslant 1$. We define the vector function

$$
f(t)=F(\bar{x}+t(\overline{\bar{x}}-\bar{x}), \bar{y}+t(\overline{\bar{y}}-\bar{y}))
$$

and use the simple fact that

$$
f(1)-f(0)=\int_{0}^{1} f^{\prime}(t) d t
$$

Since $f(1)=F(\overline{\bar{x}}, \overline{\bar{y}}), f(0)=F(\bar{x}, \bar{y})$, it follows that

$$
F(\overline{\bar{x}}, \overline{\bar{y}})-F(\bar{x}, \bar{y})=\int_{0}^{1} \frac{d}{d t} F(\bar{x}+t(\overline{\bar{x}}-\bar{x}), \bar{y}+t(\overline{\bar{y}}-\bar{y})) d t .
$$

Carrying out the differentiation with respect to $t$, and using the Chain rule, we find for each component $F^{i}$,

$$
\begin{aligned}
& F^{i}(\overline{\bar{x}}, \overline{\bar{y}})-F^{i}(\bar{x}, \bar{y}) \\
& \quad=\int_{0}^{1}\left\{\sum_{j=1}^{m} \frac{\partial}{\partial x_{j}}\left(F^{i}\right)\left(\overline{\bar{x}}_{j}-\bar{x}_{j}\right)+\sum_{k=1}^{n} \frac{\partial}{\partial y_{k}}\left(F^{i}\right)\left(\overline{\bar{y}}_{k}-\bar{y}_{k}\right)\right\} d t .
\end{aligned}
$$

In matrix notation we write

$$
F(\overline{\bar{x}}, \overline{\bar{y}})-F(\bar{x}, \bar{y})=\int_{0}^{1}\left[\nabla_{x} F \cdot(\overline{\bar{x}}-\bar{x})+\nabla_{y} F \cdot(\overline{\bar{y}}-\bar{y})\right] d t .
$$

From Lemma 14.2, it is clear that

$$
\begin{aligned}
|F(\overline{\bar{x}}, \overline{\bar{y}})-F(\bar{x}, \bar{y})| & \leqslant \int_{0}^{1}\left[\left|\nabla_{x} F\right| \cdot|\overline{\bar{x}}-\bar{x}|+\left|\nabla_{y} F\right| \cdot|\overline{\bar{y}}-\bar{y}|\right] d t \\
& \leqslant M_{1} \cdot|\overline{\bar{x}}-\bar{x}|+M_{2} \cdot|\overline{\bar{y}}-\bar{y}| .
\end{aligned}
$$

For later use we next prove a simple proposition on nonsingular linear transformations.

Lemma 14.4. Let $B$ be an $n \times n$ matrix and suppose that $|B|<1$. Define $A=I-B$ where $I$ is the $n \times n$ identity matrix. Then $A$ is nonsingular.

Proof. Consider the mapping from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$ given by $y=A x$, where $x \in \mathbb{R}^{n}$, $y \in \mathbb{R}^{n}$. We show that the mapping is $1-1$ thereby implying that $A$ is nonsingular. Let $x_{1}, x_{2} \in \mathbb{R}^{n}$; we have

$$
A x_{1}-A x_{2}=\left(x_{1}-x_{2}\right)-\left(B x_{1}-B x_{2}\right)
$$

and

$$
\left|B x_{1}-B x_{2}\right|=\left|B \cdot\left(x_{1}-x_{2}\right)\right| \leqslant|B| \cdot\left|x_{1}-x_{2}\right| .
$$

Therefore

$$
\begin{aligned}
\left|A x_{1}-A x_{2}\right| & \geqslant\left|x_{1}-x_{2}\right|-\left|B x_{1}-B x_{2}\right| \geqslant\left|x_{1}-x_{2}\right|-|B| \cdot\left|x_{1}-x_{2}\right| \\
& \geqslant\left|x_{1}-x_{2}\right|(1-|B|) .
\end{aligned}
$$

We conclude that if $x_{1} \neq x_{2}$ then $A x_{1} \neq A x_{2}$ and so the mapping is one-to-one.

The next lemma, a special case of the Implicit function theorem for systems, contains the principal ingredients for the proof of the main theorem. We establish the result for functions $F: \mathbb{R}^{m+n} \rightarrow \mathbb{R}^{n}$ which have the form

$$
F(x, y)=y-C x-\psi(x, y)
$$

where $C$ is a constant $n \times m$ matrix and $\psi$ is such that it and its first partial derivatives vanish at the origin. Note the relation of this form of $F$ with the second proof of the Implicit Function theorem for a single equation given in Theorem 14.1. Although the proof is lengthy, the reader will see that with the aid of the fixed point theorem of Chapter 13 and Lemma 14.3 the arguments proceed in a straightforward manner.

Lemma 14.5. Let $G$ be an open set in $\mathbb{R}^{m+n}$ which contains the origin. Suppose that $\psi: G \rightarrow \mathbb{R}^{n}$ is a continuous function with continuous first partial derivatives
in $G$ and that

$$
\begin{equation*}
\psi(0,0)=0, \quad \nabla_{x} \psi(0,0)=0, \quad \nabla_{y} \psi(0,0)=0 . \tag{14.9}
\end{equation*}
$$

Suppose that $C$ is a constant $n \times m$ matrix, and define the function $F: G \rightarrow \mathbb{R}^{n}$ by the formula

$$
F(x, y)=y-C x-\psi(x, y)
$$

For any positive numbers $r$ and $s$, denoted by $B_{m}(0, r)$ and $B_{n}(0, s)$ the balls in $\mathbb{R}^{m}$ and $\mathbb{R}^{n}$ with center at the origin and radii $r$ and $s$, respectively. Then
(a) There are (sufficiently small) positive numbers $h$ and $k$ with $B_{m}(0, h) \times$ $B_{n}(0, k)$ in $G$ and such that for each $x \in B_{m}(0, h)$ there is a unique element $y \in B_{n}(0, k)$ whereby

$$
F(x, y)=0 \quad \text { or, equivalently, } \quad y=C x+\psi(x, y)
$$

(b) If $g$ denotes the function from $B_{m}(0, h)$ to $B_{n}(0, k)$ given by these ordered pairs $(x, y)$, then $g$ is continuous on $B_{m}(0, h)$ and all first partial derivatives of $g$ are continuous on $B_{m}(0, h)$.

## Proof

(a) Since $G$ is open and $\psi$ is continuous on $G$, there is a positive number $k$ such that the closed set $B=\overline{B_{m}(0, k)} \times \overline{B_{n}(0, k)}$ is contained in $G$ with $\psi$ continuous on $B$. Also, because of (14.9) and the fact that the partial derivatives of $\psi$ are continuous, $k$ can be chosen so small that

$$
\left|\nabla_{x} \psi\right| \leqslant \frac{1}{2}, \quad\left|\nabla_{y} \psi\right| \leqslant \frac{1}{2} \quad \text { on } B
$$

We fix $x$ in $B_{m}(0, k)$ and define the mapping $T$ from $B_{n}(0, k)$ into $\mathbb{R}^{n}$ by the formula ${ }^{1}$

$$
\begin{equation*}
T(y)=C x+\psi(x, y) . \tag{14.10}
\end{equation*}
$$

We apply Lemma 14.3 to $\psi(x, y)$, getting for $x \in B_{m}(0, k), y \in B_{n}(0, k)$

$$
\begin{aligned}
|\psi(x, y)|=|\psi(x, y)-\psi(0,0)| & \leqslant \max \left|\nabla_{x} \psi\right| \cdot|x-0|+\max \left|\nabla_{y} \psi\right| \cdot|y-0| \\
& \leqslant \frac{1}{2}|x|+\frac{1}{2}|y| .
\end{aligned}
$$

Therefore, for $x \in B_{m}(0, k), y \in B_{n}(0, k)$ it follows that

$$
\begin{equation*}
|T(y)| \leqslant|C| \cdot|x|+\frac{1}{2}|x|+\frac{1}{2}|y| . \tag{14.11}
\end{equation*}
$$

Since $C$ is a constant matrix there is a positive number $M$ such that $|C| \leqslant M$. Now choose a positive number $h$ which satisfies the inequality $h<k /(2 M+1)$. The mapping (14.10) will be restricted to those values of $x$ in the ball $B_{m}(0, h)$. Then, from (14.10), for each fixed $x \in B_{m}(0, h)$ and $y \in B_{n}(0, k)$ we have

$$
|T(y)| \leqslant\left(M+\frac{1}{2}\right) h+\frac{1}{2} k<\frac{1}{2} k+\frac{1}{2} k=k ;
$$

[^16]hence $T$ maps $B_{n}(0, k)$ into itself. Furthermore, for $y_{1}, y_{2} \in B_{n}(0, k)$ we find
$$
\left|T\left(y_{1}\right)-T\left(y_{2}\right)\right|=\left|\psi\left(x, y_{1}\right)-\psi\left(x, y_{2}\right)\right| \leqslant \frac{1}{2}\left|y_{1}-y_{2}\right|,
$$
where Lemma 14.3 is used for the last inequality. Thus the mapping $T$ is a contraction and the Fixed point theorem of Chapter 13 (Theorem 13.2) can be applied. For each fixed $x \in B_{m}(0, k)$ there is a unique $y \in B_{n}(0, k)$ such that
$$
y=T(y) \text { or } \quad y=C x+\psi(x, y) .
$$

That is, $y$ is a function of $x$ which we denote by $g$. Writing $y=g(x)$, we observe that the equation $F(x, g(x))=0$ holds for all $x \in B_{m}(0, h)$.
(b) We show that $g$ is continuous. Let $x_{1}, x_{2} \in B_{m}(0, h)$ and $y_{1}, y_{2} \in B_{n}(0, k)$ be such that $y_{1}=g\left(x_{1}\right), y_{2}=g\left(x_{2}\right)$ or

$$
y_{1}=C x_{1}+\psi\left(x_{1}, y_{1}\right) \quad \text { and } \quad y_{2}=C x_{2}+\psi\left(x_{2}, y_{2}\right) .
$$

Then

$$
\left|y_{2}-y_{1}\right| \leqslant\left|C\left(x_{2}-x_{1}\right)\right|+\left|\psi\left(x_{2}, y_{2}\right)-\psi\left(x_{1}, y_{1}\right)\right| .
$$

We use Lemma 14.3 for the last term on the right, getting

$$
\left|y_{2}-y_{1}\right| \leqslant M \cdot\left|x_{2}-x_{1}\right|+\frac{1}{2}\left|x_{2}-x_{1}\right|+\frac{1}{2}\left|y_{2}-y_{1}\right|
$$

or

$$
\left|y_{2}-y_{1}\right| \leqslant(2 M+1)\left|x_{2}-x_{1}\right| .
$$

Hence

$$
\left|g\left(x_{2}\right)-g\left(x_{1}\right)\right| \leqslant(2 M+1)\left|x_{2}-x_{1}\right|,
$$

and $g$ is continuous on $B_{m}(0, h)$.
We now show that the first partial derivatives of $g$ exist and are continuous. Let the components of $g$ be denoted by $g^{1}, g^{2}, \ldots, g^{n}$. We shall prove the result for a typical partial derivative $\left(\partial / \partial x_{p}\right) g^{i}$ where $1 \leqslant p \leqslant m$. In $\mathbb{R}^{m}$ let $e^{p}$ denote the unit vector in the $p$-direction. That is, $e^{p}$ has components ( $\left(e_{1}^{p}, e_{2}^{p}, \ldots, e_{m}^{p}\right)$ where $e_{p}^{p}=1$ and $e_{j}^{p}=0$ for $j \neq p$. Fix $\bar{x}$ in $B_{m}(0, h)$ and choose a positive number $t_{0}$ so small that the points $\bar{x}+t e^{p}$ lie in $B_{m}(0, h)$ for all $t$ such that $|t| \leqslant t_{0}$. Now set $x=\bar{x}+t e^{p}$ and write

$$
g(x)=C x+\psi(x, g(x)) .
$$

The $i$ th component of this equation reads

$$
g^{i}(x)=\sum_{j=1}^{m} c_{j}^{i} x_{j}+\psi^{i}(x, g(x))
$$

where the $c_{j}^{i}$ are the components of the matrix $C$. Let $\Delta g^{i}$ be defined by

$$
\Delta g^{i}=g^{i}\left(\bar{x}+t e^{p}\right)-g^{i}(\bar{x}) .
$$

Then from the Fundamental lemma on differentiation (Theorem 7.2), it follows
that

$$
\begin{aligned}
\frac{\Delta g^{i}}{t}= & c_{p}^{i}+\frac{\partial}{\partial \mathrm{x}_{p}} \psi^{i}(x, g(x))+\bar{\varepsilon}_{p}^{i}\left(t e^{p}, \Delta g\right) \\
& +\sum_{k=1}^{n}\left[\frac{\partial}{\partial y_{k}} \psi^{i}(x, g(x))+\overline{\bar{\varepsilon}}_{k}^{i}\left(t e^{p}, \Delta g\right)\right] \frac{\Delta g^{k}}{t}
\end{aligned}
$$

where $\bar{\varepsilon}_{p}^{i}(\rho, \sigma)$ and $\overline{\bar{\varepsilon}}_{k}^{i}(\rho, \sigma)$ are continuous at $(0,0)$ and vanish there. Taking the definition of the vector $e^{p}$ into account, we can write the above expression in the form

$$
\begin{align*}
\frac{\Delta g^{i}}{t}= & \sum_{j=1}^{m} c_{j}^{i} e_{j}^{p}+\sum_{j=1}^{m} \frac{\partial}{\partial x_{j}} \psi^{i}(x, g(x)) e_{j}^{p}+\sum_{j=1}^{m} \bar{\varepsilon}_{j}^{i}\left(t e^{p}, \Delta g\right) e_{j}^{p} \\
& +\sum_{k=1}^{n}\left[\frac{\partial}{\partial y_{k}} \psi^{i}(x, g(x))+\overline{\bar{\varepsilon}}_{k}^{i}\left(t e^{p}, \Delta g\right)\right] \frac{\Delta g^{k}}{t} \tag{14.12}
\end{align*}
$$

where $\bar{\varepsilon}_{j}^{i}(\rho, \sigma), j=1,2, \ldots, m$, are continuous at $(0,0)$ and vanish there. We define the matrices

$$
\begin{aligned}
& A_{1}(t)=C+\nabla_{x} \psi(x, g(x))+\bar{\varepsilon}\left(t e^{p}, \Delta g\right) \\
& A_{2}(t)=\nabla_{y} \psi(x, g(x))+\overline{\bar{\varepsilon}}\left(t e^{p}, \Delta g\right)
\end{aligned}
$$

where the components of $\bar{\varepsilon}$ are $\bar{\varepsilon}_{j}^{i}$ and the components of $\overline{\bar{\varepsilon}}$ are $\overline{\bar{\varepsilon}}_{k}, i, k=$ $1,2, \ldots, n, j=1,2, \ldots, m$. Then (14.12) can be written as the single vector equation

$$
\begin{equation*}
\frac{\Delta g}{t}=A_{1} e^{p}+A_{2} \frac{\Delta g}{t} \tag{14.13}
\end{equation*}
$$

Define $B=I-A_{2}$ where $I$ is the $n \times n$ unit matrix. Then (14.13) becomes

$$
\begin{equation*}
B \frac{\Delta g}{t}=A_{1} e^{p} \tag{14.14}
\end{equation*}
$$

According to (14.9) we have $\left|A_{2}(0)\right| \leqslant \frac{1}{2}$. Therefore, by Lemma 14.4 the matrix $B(0)$ is nonsingular. Since $g$ is continuous on $B_{m}(0, h)$, we know that $\Delta g \rightarrow 0$ as $t \rightarrow 0$. Therefore the matrices $A_{1}(t), A_{2}(t)$, and $B(t)$ are continuous at $t=0$. Consequently $B(t)$ is nonsingular for $t$ sufficiently close to zero. We allow $t$ to tend to zero in (14.14) and conclude that the limit of $\Delta g / t$ exists; that is, $\left(\partial / \partial x_{p}\right) g^{i}$ exists for every $i$ and every $p$. The formula

$$
\lim _{t \rightarrow 0} \frac{\Delta g}{t}=B^{-1}(0) A_{1}(0) e^{p}
$$

shows that the partial derivatives are continuous functions of $\boldsymbol{x}$.
Theorem 14.3 (Implicit function theorem for systems). Let $G$ be an open set in $\mathbb{R}^{m+n}$ containing the point $(\bar{x}, \bar{y})$. Suppose that $F: G \rightarrow \mathbb{R}^{n}$ is continuous and has continuous first partial derivatives in G. Suppose that

$$
F(\bar{x}, \bar{y})=0 \quad \text { and } \quad \operatorname{det} \nabla_{y} F(\bar{x}, \bar{y}) \neq 0
$$

Then positive numbers $h$ and $k$ can be chosen so that: (a) the direct product of the closed balls $\overline{B_{m}(\bar{x}, h)}$ and $\overline{B_{n}(\bar{y}, k)}$ with centers at $\bar{x}, \bar{y}$ and radii $h$ and $k$, respectively, is in $G$; and $(\mathrm{b}) h$ and $k$ are such that for each $x \in B_{m}(\bar{x}, h)$ there is a unique $y \in B_{n}(\bar{y}, k)$ satisfying $F(x, y)=0$. If $f$ is the function from $B_{m}(\bar{x}, h)$ to $B_{n}(\bar{y}, k)$ defined by these ordered pairs $(x, y)$, then $F(x, f(x))=0$; furthermore, $f$ and all its first partial derivatives are continuous on $B_{m}(\bar{x}, h)$.

Proof. We define the matrices

$$
A=\nabla_{x} F(\bar{x}, \bar{y}), \quad B=\nabla_{y} F(\bar{x}, \bar{y}),
$$

and write $F$ in the form

$$
\begin{equation*}
F(x, y)=A \cdot(x-\bar{x})+B \cdot(y-\bar{y})+\phi(x, y), \tag{14.15}
\end{equation*}
$$

where $\phi$ is defined ${ }^{2}$ by Equation (14.15). It is clear that $\phi$ has the properties

$$
\phi(\bar{x}, \bar{y})=0, \quad \nabla_{x} \phi(\bar{x}, \bar{y})=0, \quad \nabla_{y} \phi(\bar{x}, \bar{y})=0 .
$$

By hypothesis, $B$ is a nonsingular matrix. We multiply (14.15) by $B^{-1}$, getting

$$
B^{-1} F=B^{-1} A \cdot(x-\bar{x})+(y-\bar{y})+B^{-1} \phi(x, y)
$$

Now we may apply Lemma 14.5 with $B^{-1} F$ in place of $F$ in that lemma, $x-\bar{x}$ in place of $x$; also, $y-\bar{y}$ in place of $y,-B^{-1} A$ in place of $C$, and $B^{-1} \phi$ in place of $\psi$. It is simple to verify that all the hypotheses of the lemma are fulfilled. The theorem follows for $B^{-1} F$. Since $B^{-1}$ is a constant nonsingular matrix, the result holds for $F$.

Remarks. The first partial derivatives of the implicitly defined function $f$ may be found by a direct computation in terms of partial derivatives of $F$. To see this suppose that $F$ has components $F^{1}, F^{2}, \ldots, F^{n}$ and that $f$ has components $f^{1}, f^{2}, \ldots, f^{n}$. We write

$$
\begin{equation*}
F^{i}\left(x_{1}, x_{2}, \ldots, x_{m}, y_{1}, y_{2}, \ldots, y_{n}\right)=0 \tag{14.16}
\end{equation*}
$$

where $y_{i}=f^{i}\left(x_{1}, x_{2}, \ldots, x_{m}\right)$. To find the partial derivatives of $f^{i}$, we take the derivative of $F^{i}$ with respect to $x_{p}$ in (14.16), getting (by the Chain rule)

$$
\begin{equation*}
\frac{\partial F^{i}}{\partial x_{p}}+\sum_{k=1}^{n} \frac{\partial F^{i}}{\partial y_{k}} \frac{\partial f^{k}}{\partial x_{p}}=0, \quad i=1,2, \ldots, n, p=1,2, \ldots, m \tag{14.17}
\end{equation*}
$$

Treating $\partial f^{k} / \partial x_{p}$ (for fixed $p$ ) as a set of $n$ unknowns, we see that the above equations form an algebraic system of $n$ equations in $n$ unknowns in which, by hypothesis, the determinant of the coefficients does not vanish at $(\bar{x}, \bar{y})$. Therefore by Cramer's rule the system can always be solved uniquely.

[^17]Example 1. Let $F(x, y)$ be a function from $\mathbb{R}^{4}$ to $\mathbb{R}^{2}$ given by

$$
\begin{aligned}
& F^{1}\left(x_{1}, x_{2}, y_{1}, y_{2}\right)=x_{1}^{2}-x_{2}^{2}-y_{1}^{3}+y_{2}^{2}+4 \\
& F^{2}\left(x_{1}, x_{2}, y_{1}, y_{2}\right)=2 x_{1} x_{2}+x_{2}^{2}-2 y_{1}^{2}+3 y_{2}^{4}+8
\end{aligned}
$$

Let $P(\bar{x}, \bar{y})=(2,-1,2,1)$. It is clear that $F(\bar{x}, \bar{y})=0$. Verify that $\operatorname{det} \nabla_{y} F(\bar{x}, \bar{y}) \neq 0$ and find the first partial derivatives of the function $y=f(x)$ defined implicitly by $F$ at the point $P$.

Solution. We have

$$
\frac{\partial F^{1}}{\partial y_{1}}=-3 y_{1}^{2}, \quad \frac{\partial F^{1}}{\partial y_{2}}=2 y_{2}, \quad \frac{\partial F^{2}}{\partial y_{1}}=-4 y_{1}, \quad \frac{\partial F^{2}}{\partial y_{2}}=12 y_{2}^{3} .
$$

At $P$, we find

$$
\operatorname{det}\left(\nabla_{y} F\right)=\frac{\partial F^{1}}{\partial y_{1}} \frac{\partial F^{2}}{\partial y_{2}}-\frac{\partial F^{1}}{\partial y_{2}} \frac{\partial F^{2}}{\partial y_{1}}=-128 .
$$

Also,

$$
\frac{\partial F^{1}}{\partial x_{1}}=2 x_{1}, \quad \frac{\partial F^{1}}{\partial x_{2}}=-2 x_{2}, \quad \frac{\partial F^{2}}{\partial x_{1}}=2 x_{2}, \quad \frac{\partial F^{2}}{\partial x_{2}}=2 x_{1}+2 x_{2}
$$

Substituting the partial derivatives evaluated at $P$ in (14.17) and solving the resulting systems of two equations in two unknowns first with $p=1$ and then with $p=2$, we get

$$
\frac{\partial f^{1}}{\partial x_{1}}=\frac{13}{32}, \quad \frac{\partial f^{2}}{\partial x_{1}}=\frac{7}{16}, \quad \frac{\partial f^{1}}{\partial x_{2}}=\frac{5}{32}, \quad \frac{\partial f^{2}}{\partial x_{2}}=-\frac{1}{16}
$$

Example 2. Given $F: \mathbb{R}^{5} \rightarrow \mathbb{R}^{3}$ defined according to the formulas

$$
\begin{aligned}
& F^{1}\left(x_{1}, x_{2}, y_{1}, y_{2}, y_{3}\right)=x_{1}^{2}+2 x_{2}^{2}-3 y_{1}^{2}+4 y_{1} y_{2}-y_{2}^{2}+y_{3}^{3}, \\
& F^{2}\left(x_{1}, x_{2}, y_{1}, y_{2}, y_{3}\right)=x_{1}+3 x_{2}-4 x_{1} x_{2}+4 y_{1}^{2}-2 y_{2}^{2}+y_{3}^{2}, \\
& F^{3}\left(x_{1}, x_{2}, y_{1}, y_{2}, y_{3}\right)=x_{1}^{3}-x_{2}^{3}+4 y_{1}^{2}+2 y_{2}-3 y_{3}^{2} .
\end{aligned}
$$

Assume that $P(x, y)$ is a point where $F(x, y)=0$ and $\nabla_{y} F$ is nonsingular. Denoting the implicit function by $f$, determine $\partial f^{i} / \partial x_{j}$ at $P$.

Solution. According to (14.17) a straightforward computation yields

$$
\begin{aligned}
\left(-6 y_{1}+4 y_{2}\right) \frac{\partial f^{1}}{\partial x_{1}}+\left(4 y_{1}-2 y_{2}\right) \frac{\partial f^{2}}{\partial x_{1}}+3 y_{3}^{2} \frac{\partial f^{3}}{\partial x_{1}} & =-2 x_{1} \\
8 y_{1} \frac{\partial f^{1}}{\partial x_{1}}-4 y_{2} & \frac{\partial f^{2}}{\partial x_{1}}+2 y_{3} \frac{\partial f^{3}}{\partial x_{1}}=4 x_{2}-1 \\
8 y_{1} \frac{\partial f^{1}}{\partial x_{1}}+2 & \frac{\partial f^{2}}{\partial x_{1}}-6 y_{3} \frac{\partial f^{3}}{\partial x_{1}}=-3 x_{1}^{2}
\end{aligned}
$$

We solve this linear system of three equations in three unknowns by Cramer's
rule and obtain expressions for $\partial f^{1} / \partial x_{1}, \partial f^{2} / \partial x_{1}, \partial f^{3} / \partial x_{1}$. To find the partial derivatives of $f$ with respect to $x_{2}$ we repeat the entire procedure, obtaining a similar linear system which can be solved by Cramer's rule. We leave the details to the reader.

Definition. Let $G$ be an open set in $\mathbb{R}^{m}$ and suppose that $F: G \rightarrow \mathbb{R}^{n}$ is a given vector function. The function $F$ is of class $C^{k}$ on $G$, where $k$ is a nonnegative integer if and only if $F$ and all its partial derivatives up to and including those of order $k$ are continuous on $G$.

The Inverse function theorem which is a Corollary to Theorem 14.1 has a natural generalization for vector functions.

Theorem 14.4 (Inverse function theorem). Let $G$ be an open set in $\mathbb{R}^{m}$ containing the point $\bar{x}$. Suppose that $f: G \rightarrow \mathbb{R}^{m}$ is a function of class $C^{1}$ and that

$$
\bar{y}=f(\bar{x}), \quad \operatorname{det} \nabla_{x} f(\bar{x}) \neq 0
$$

Then there are positive numbers $h$ and $k$ such that the ball $B_{m}(\bar{x}, k)$ is in $G$ and for each $y \in B_{m}(\bar{y}, h)$ there is a unique point $x \in B_{m}(\bar{x}, k)$ with $f(x)=y$. If $g$ is defined to be the inverse function determined by the ordered pairs $(y, x)$ with the domain of $g$ consisting of $B_{m}(\bar{y}, h)$ and range of $g$ in $B_{m}(\bar{x}, k)$, then $g$ is a function of class $C^{1}$. Furthermore, $f[g(y)]=y$ for $y \in B_{m}(\bar{y}, h)$.

Proof. This theorem is a corollary of Theorem 14.3 in which

$$
F(y, x)=y-f(x)
$$

Remarks. The Inverse function theorem for functions of one variable (Corollary to Theorem 14.1) has the property that the function is one-to-one over the entire domain in which the derivative does not vanish. In Theorem 14.4, the condition $\operatorname{det} \nabla_{x} f \neq 0$ does not guarantee that the inverse (vector) function will be one-to-one over its domain. To see this consider the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ given by

$$
\begin{equation*}
f^{1}=x_{1}^{2}-x_{2}^{2}, \quad f^{2}=2 x_{1} x_{2} \tag{14.18}
\end{equation*}
$$

with domain the annular ring $G \equiv\left\{\left(x_{1}, x_{2}\right): r_{1}<\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}<r_{2}\right\}$ where $r_{1}$, $r_{2}$ are positive numbers. A computation shows that

$$
\nabla_{x} f=\left(\begin{array}{cc}
2 x_{1} & -2 x_{2} \\
2 x_{2} & 2 x_{1}
\end{array}\right)
$$

and so $\operatorname{det} \nabla_{x} f=4\left(x_{1}^{2}+x_{2}^{2}\right)$, which is positive in $G$. However, setting $y=f(x)$, we see from (14.18) that there are two distinct values of $x$ for each value of $y$. The inverse relation is a function in a sufficiently small ball of $G$, but if one considers the entire ring $G$ there are two distinct values of $x=\left(x_{1}, x_{2}\right)$ in $G$ which correspond to a given value of $y=\left(y_{1}, y_{2}\right)$.

## Problems

In each of Problems 1 through 4 a function $F$ and a point $P$ are given. Verify that the Implicit function theorem is applicable. Denoting the implicitly defined function by $f$, find the values of all the first partial derivatives of $f$ at $P$.

1. $F=\left(F^{1}, F^{2}\right), \quad P=(0,0,0,0) \quad$ where $F^{1}=2 x_{1}-3 x_{2}+y_{1}-y_{2}$, and $F^{2}=$ $x_{1}+2 x_{2}+y_{1}+2 y_{2}$.
2. $F=\left(F^{1}, F^{2}\right), \quad P=(0,0,0,0) \quad$ where $F^{1}=2 x_{1}-x_{2}+2 y_{1}-y_{2}$, and $F^{2}=$ $3 x_{1}+2 x_{2}+y_{1}+y_{2}$.
3. $F=\left(F^{1}, F^{2}\right), P=(3,-1,2,1)$ where $F^{1}=x_{1}-2 x_{2}+y_{1}+y_{2}-8$, and $F^{2}=$ $x_{1}^{2}-2 x_{2}^{2}-y_{1}^{2}+y_{2}^{2}-4$.
4. $F=\left(F^{1}, F^{2}\right), P=(2,1,-1,2)$ where $F^{1}=x_{1}^{2}-x_{2}^{2}+y_{1} y_{2}-y_{2}^{2}+3$, and $F^{2}=$ $x_{1}+x_{2}^{2}+y_{1}^{2}+y_{1} y_{2}-2$.
5. Suppose that $x=\left(x_{1}, x_{2}\right), y=\left(y_{1}, y_{2}\right)$ and $F: \mathbb{R}^{4} \rightarrow \mathbb{R}^{2}$ are such that $F(x, y)=0$ and the Implicit function theorem is applicable for all $(x, y)$. Denoting the implicitly defined function by $f$, find a formula in terms of the first partial derivatives of $F$ for $\partial f^{1} / \partial x_{1}, \partial f^{1} / \partial x_{2}, \partial f^{2} / \partial x_{1}, \partial f^{2} / \partial x_{2}$.
6. Suppose that $F(x, y)=0$ where $x=\left(x_{1}, \ldots, x_{m}\right)$ and $y=\left(y_{1}, y_{2}\right)$ and that the Implicit function theorem is applicable. Denoting the implicitly defined function by $f$, find $\partial f^{i} / \partial x_{j}, i=1,2, j=1,2, \ldots, m$, in terms of the partial derivatives of $F$.
7. Complete Example 2.
8. Given $F=\left(F^{1}, F^{2}\right)$ where $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and $F^{1}=e^{2 x+y}, F^{2}=\left(4 x^{2}+4 x y+y^{2}+\right.$ $6 x+3 y)^{2 / 3}$. Show that there is no value of $x$ for which the Implicit function theorem is applicable. Find a refation between $F^{1}$ and $F^{2}$.
In each of Problems 9 through 12 a vector function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is given. Verify that the Inverse function theorem is applicable and find the inverse function $g$.
9. $y_{1}=x_{1}, y_{2}=x_{1}^{2}+x_{2}$.
10. $y_{1}=2 x_{1}-3 x_{2}, y_{2}=x_{1}+2 x_{2}$.
11. $y_{1}=x_{1} /\left(1+x_{1}+x_{2}\right), y_{2}=x_{2} /\left(1+x_{1}+x_{2}\right), x_{1}+x_{2}>-1$.
12. $y_{1}=x_{1} \cos \left(\pi x_{2} / 2\right), y_{2}=x_{1} \sin \left(\pi x_{2} / 2\right), x_{1}>0,-1<x_{2}<1$.
13. Given the function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ where $f^{1}=e^{x_{2}} \cos x_{1}, f^{2}=e^{x_{2}} \sin x_{1}$, and $f^{3}=$ $2-\cos x_{3}$. Find the points $P\left(x_{1}, x_{2}, x_{3}\right)$ where the Inverse function theorem holds.
14. Given the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and suppose that the Inverse function theorem applies. We write $x=g(y)$ for the inverse function. Find formulas for $\partial g^{i} / \partial y_{j}$, $i, j=1,2$ in terms of partial derivatives of $f^{1}$ and $f^{2}$. Also find a formula for $\partial^{2} g^{1} / \partial y_{2}^{2}$.
15. Given $F: \mathbb{R}^{4} \rightarrow \mathbb{R}^{2}$ and suppose that $F(x, y)=0$ for all $x=\left(x_{1}, x_{2}\right)$ and $y=$
$\left(y_{1}, y_{2}\right)$. State conditions which guarantee that the equation

$$
\frac{\partial y_{1}}{\partial x_{1}} \frac{\partial x_{2}}{\partial y_{1}}+\frac{\partial y_{2}}{\partial x_{1}} \frac{\partial x_{2}}{\partial y_{2}}=0
$$

holds.

### 14.3. Change of Variables in a Multiple Integral

For functions of one variable, an integral of the form

$$
\int f(x) d x
$$

can be transformed into

$$
\int f[g(u)] g^{\prime}(u) d u
$$

by the "change of variable" $x=g(u), d x=g^{\prime}(u) d u$. Such transformations are useful in the actual evaluation of many integrals. The corresponding result for multiple integrals is more complicated and, in order to establish the appropriate formula for such a change of variables, we employ several results in linear algebra. In this section we assume the reader is familiar with the basic facts concerning matrices and linear transformations.

Definition. Let $G$ be an open set in $\mathbb{R}^{m}$ and let $f: G \rightarrow \mathbb{R}^{m}$ be a $C^{1}$ function. That is, $f$ has components $f^{1}, f^{2}, \ldots, f^{m}$ and $f^{i}: G \rightarrow \mathbb{R}^{1}$ are $C^{1}$ functions for $i=1,2, \ldots, m$. The Jacobian of $f$ is the $m \times m$ matrix having the first partial derivative $f_{, j}^{i}$ as the entry in the $i$ th row and $j$ th column, $i, j=1,2, \ldots, m$. We also use the terms Jacobian matrix and gradient, and we denote this matrix by $\nabla f$.

In the next theorem we restate for vector functions the Fundamental lemma of differentiation (Part (a)) and the Chain rule (Part (b)). In Part (c) we give an extension to vector functions of Equation (14.4), the formula for the derivative of the inverse of a function.

Theorem 14.5. Let $G$ and $G_{1}$ be open sets in $\mathbb{R}^{m}$ with $\bar{x}$ a point in $G$. Let $f: G \rightarrow G_{1}$ be a $C^{1}$ function and denote $f=\left(f^{1}, f^{2}, \ldots, f^{m}\right)$.
(a) We have the formula (Fundamental Lemma of Differentiation)

$$
\begin{align*}
f^{i}(\bar{x}+h)-f^{i}(\bar{x}) & =\nabla f^{i}(\bar{x}) h+\varepsilon^{i}(h) \\
& =\sum_{j=1}^{m} f_{, j}^{i} h_{j}+\varepsilon^{i}(h), \quad i=1,2, \ldots, m, \tag{14.19}
\end{align*}
$$

where $h=\left(h_{1}, h_{2}, \ldots, h_{m}\right)$ and $\varepsilon(h)=\left(\varepsilon^{1}(h), \ldots, \varepsilon^{m}(h)\right)$ are vectors, and $\lim _{|h| \rightarrow 0} \varepsilon^{i}(h) /|h|=0$.
(b) Let $g: G_{1} \rightarrow \mathbb{R}^{m}$ be of class $C^{1}$ and define $F(x)=g[f(x)]$ for $x \in G$. Then we have the Chain Rule:

$$
\begin{equation*}
\nabla F(x)=\nabla g[f(x)] \cdot \nabla f(x) \tag{14.20}
\end{equation*}
$$

(c) Suppose that $f$ is one-to-one with $\operatorname{det} \nabla f(x) \neq 0$ on $G$. Then the image $f(G)=G_{0}$ is open and the inverse function $g_{1}=f^{-1}$ is one-to-one on $G_{0}$ and of class $C^{1}$. Furthermore,

$$
\begin{equation*}
\nabla g_{1}[f(x)]=[\nabla f(x)]^{-1} \quad \text { with } \quad \operatorname{det}\left([\nabla f(x)]^{-1}\right) \neq 0 \quad \text { for } \quad x \in G \tag{14.21}
\end{equation*}
$$

or

$$
\nabla g_{1}(u)=\left\{\nabla f\left[f^{-1}(u)\right]\right\}^{-1} \neq 0, \quad u \in G_{0}
$$

## Proof

(a) Formula (14.19) follows directly from the Fundamental lemma of differentiation for functions in $\mathbb{R}^{m}$ as given in Theorem 7.2.
(b) Formula (14.20) is a consequence of the Chain rule for partial derivatives as stated in Theorem 7.3. Each component of $\nabla F$ may be written (according to Theorem 7.3)

$$
F_{, j}^{i}(x)=\sum_{j=1}^{m} g_{, k}^{i}[f(x)] \cdot f_{, j}^{k}(x),
$$

which is (14.20) precisely.
(c) Since $f$ is one-to-one, it is clear that $f^{-1}$ is a function. Let $\bar{y} \in G_{0}$ where $G_{0}$ is the image of $G$ and suppose $f(\bar{x})=\bar{y}$. From the Inverse function theorem, which is applicable since $\nabla f(\bar{x}) \neq 0$, there are positive numbers $h$ and $k$ such that the ball $B(\bar{x}, k)$ is in $G$ and also such that for each $y \in B(\bar{y}, h)$ there is a unique $x \in B(\bar{x}, k)$ with the property that $f(x)=y$. We define $g_{1}(y)$ to be the function given by the pairs $(y, x)$. Then $g_{1}$ is of class $C^{1}$ on $B(\bar{y}, h)$ and the domain of $g_{1}$ contains $B(\bar{y}, h)$. Hence for each $\bar{y}$ in $G_{0}$, there is a ball with $\bar{y}$ as center which is also in $G_{0}$. We conclude that $G_{0}$ is open. Formula (14.21) follows from (14.20) and the Inverse function theorem.

In establishing the change of variables formula we shall see that an essential step in the proof is the reduction of any $C^{1}$ function $f$ into the composition of a sequence of functions which have a somewhat simpler character. This process can be carried out whenever the Jacobian of $f$ does not vanish.

Definition. Let $\left(i_{1}, i_{2}, \ldots, i_{m}\right)$ be a permutation of the numbers $(1,2, \ldots, m)$. A linear transformation $\tau$ from $\mathbb{R}^{m}$ into $\mathbb{R}^{m}$ is simple if $\tau$ has the form

$$
\tau\left(x_{1}, x_{2}, \ldots, x_{m}\right)=\left( \pm x_{i_{1}}, \pm x_{i_{2}}, \ldots, \pm x_{i_{m}}\right) .
$$

The next lemma is an immediate consequence of the above definition.

Lemma 14.6. The product of simple transformations is simple and the inverse of a simple transformation is simple.

If $f_{1}$ and $f_{2}$ are functions on $\mathbb{R}^{m}$ to $\mathbb{R}^{m}$ such that the range of $f_{2}$ is in the domain of $f_{1}$, we use the notation $f_{1} \circ f_{2}$ for the composition $f_{1}\left[f_{2}(x)\right]$ of the two functions.

The next lemma gives the precise reduction of a function on $\mathbb{R}^{m}$ as the composition of functions each of which has an essentially simpler character.

Lemma 14.7. Let $G$ be an open set in $\mathbb{R}^{m}, \bar{x} \in G$, and let $f: G \rightarrow \mathbb{R}^{m}$ be a $C^{1}$ function with $\operatorname{det} \nabla f(\bar{x}) \neq 0$. Then there is an open subset $G_{1}$ of $G$ containing $\bar{x}$ such that $f$ can be written on $G_{1}$ as the composition of $m+1$ functions

$$
\begin{equation*}
f=g_{m+1} \circ g_{m} \circ \cdots \circ g_{1} \tag{14.22}
\end{equation*}
$$

The first $m$ functions $g_{1}, g_{2}, \ldots, g_{m}$ are each defined on an open set $G_{i}$ in $\mathbb{R}^{m}$ with range on an open set in $\mathbb{R}^{m}$ such that $g_{i}: G_{i} \rightarrow G_{i+1}, i=1,2, \ldots$, m. Moreover, the components $\left(g_{i}^{1}, g_{i}^{2}, \ldots, g_{i}^{m}\right)$ of $g_{i}$ have the form

$$
\begin{equation*}
g_{i}^{j}\left(x_{1}, x_{2}, \ldots, x_{m}\right)=x_{j} \quad \text { for } \quad j \neq i \quad \text { and } \quad g_{i}^{i}=\varphi^{i}\left(x_{1}, x_{2}, \ldots, x_{m}\right) \tag{14.23}
\end{equation*}
$$

The functions $\varphi^{i}$ are determined in terms of $f$ and have the property that $\varphi_{, i}^{i}>0$ on $G_{i}$. The function $g_{m+1}$ is simple.

Proof. Since all the components except one in the definition of $g_{i}$ given by (14.23) are coordinate functions, a straightforward computation shows that the determinant of the matrix $\nabla g_{i}$, denoted $\operatorname{det} \nabla g_{i}$, is equal to $\varphi_{, i}^{i}$. We shall establish that $\varphi_{, i}^{i}$ is positive and so these determinants will all be positive.

Since the Jacobian $\nabla f(\bar{x})$ is nonsingular, there is a linear transformation $\tau_{1}$ such that $\tau_{1} \circ f$ has the property that all the principal minors of the Jacobian $\nabla\left(\tau_{1} \circ f\right)$ are positive at $\bar{x}$. Define $f_{0}=\tau_{1} \circ f$ and denote the components of $f_{0}$ by $\left(f_{0}^{1}, f_{0}^{2}, \ldots, f_{0}^{m}\right)$. Next define $m$ functions $h_{1}, h_{2}, \ldots, h_{m}$ as follows:

$$
h_{i} \text { has components }\left(f_{0}^{1}, f_{0}^{2}, \ldots, f_{0}^{i}, x_{i+1}, x_{i+2}, \ldots, x_{m}\right)
$$

for $i=1,2, \ldots, m-1$. We set $h_{m}=f_{0}$. Since all the principal minors of $\nabla f_{0}$ are positive, it is not difficult to see that each $\nabla h_{i}(\bar{x})$ is nonsingular and, in fact, det $\nabla h_{i}(\bar{x})>0$ for each $i$. According to Part (c) of Theorem 14.5 and the manner in which the $h_{i}$ are defined, for each $i$ there is an open set $H_{i}$ on which $\operatorname{det} \nabla h_{i}(x)>0$. Also, $h_{i}$ is one-to-one from $H_{i}$ onto an open set. Define

$$
G_{1}=H_{1} \cap H_{2} \cap \cdots \cap H_{m} .
$$

Now, define sets $G_{2}, G_{3}, \ldots, G_{m+1}$ as follows:

$$
G_{i+1}=h_{i}\left(G_{1}\right), \quad i=1,2, \ldots, m
$$

Henceforth we restrict the domain of $h_{1}, \ldots, h_{m}$ to be $G_{1}$ without relabeling the functions. Define

$$
\begin{equation*}
g_{1}=h_{1}, \quad g_{i}=h_{i} \circ h_{i-1}^{-1}, \quad i=2,3, \ldots, m \tag{14.24}
\end{equation*}
$$

To define $g_{m+1}$ consider the function inverse to $\tau_{1}$, denoted $\tau^{-1}$ which, like $\tau_{1}$ is a linear function. Define

$$
g_{m+1}=\tau^{-1} \quad \text { restricted to } \quad G_{m+1} .
$$

We observe that each function $g_{i}$ is a one-to-one mapping from $G_{i}$ onto $G_{i+1}$, and that $\operatorname{det} \nabla g_{i}(x) \neq 0$ on $G_{i}$. Also,

$$
\begin{aligned}
g_{m+1} \circ g_{m} \circ \cdots \circ g_{2} \circ g_{1} & =\tau^{-1} \circ h_{m} \circ h_{m-1}^{-1} \circ h_{m-1} \circ h_{m-2}^{-1} \circ \cdots \circ h_{2} \circ h_{1}^{-1} \circ h_{1} \\
& =\tau^{-1} \circ h_{m} \\
& =\tau^{-1} \circ \tau_{1} \circ f=f,
\end{aligned}
$$

and so (14.22) holds.
Once we show that each function $g_{i}$ has the form given by (14.23) the proof will be complete. Since

$$
g_{1}=h_{1}=\left(f_{0}^{1}, x_{2}, \ldots, x_{m}\right)
$$

it is clear that $g_{1}$ has the proper form. Now $g_{2}=h_{2} \circ h_{1}^{-1}$ and since $h_{1}^{-1}=$ $\left(f_{0}^{-1}, x_{2}, \ldots, x_{m}\right), h_{2}=\left(f_{0}^{1}, f_{0}^{2}, x_{3}, \ldots, x_{m}\right)$, we see that

$$
g_{2}=\left(x_{1}, f_{0}^{2}, x_{3}, \ldots, x_{m}\right)
$$

The argument for each $g_{i}$ is similar. Since all the principal minors of $\nabla f_{0}$ are positive, we know that $f_{0, i}^{i}>0$ and, from the way we selected the vectors $h_{i}$ and $g_{i}$ we conclude that $\varphi_{, i}^{i}=f_{0, i}^{i}>0$.

In Lemma 14.7 we express an arbitrary $C^{1}$ function $f$ as the composition of functions each of which is the identity in all components except one (plus a simple function). The one component which is not the identity, for example the $i$ th, has the property that its partial derivative with respect to $x_{i}$ is positive on $G_{i}$.

The next step (Lemma 14.9) establishes the change of variables formula for a typical function which appears in such a decomposition.

Lemma 14.8. Let $G$ be a set in $\mathbb{R}^{m}$ and $\varphi: G \rightarrow \mathbb{R}^{1}$ a bounded function such that $|\varphi(x)-\varphi(y)| \leqslant \varepsilon$ for all $x, y \in G$. Define $m=\inf \{\varphi(x): x \in G\}$ and $M=$ $\sup \{\varphi(x): x \in G\}$. Then

$$
M-m \leqslant \varepsilon .
$$

The proof is left to the reader.
Lemma 14.9. Let $G$ be an open set in $\mathbb{R}^{m}$ and suppose that $f: G \rightarrow \mathbb{R}^{m}$ is a one-toone function of class $C^{1}$. We denote the components of $f$ by $\left(u^{1}, u^{2}, \ldots, u^{m}\right)$ and let $k$ be a fixed integer between 1 and $m$. Suppose the $u^{i}$ have the form

$$
\begin{aligned}
u^{i}\left(x_{1}, x_{2}, \ldots, x_{m}\right) & =x_{i}, \quad \text { the } i \text { th coordinate in } \mathbb{R}^{m} \text { for } i \neq k, \\
u^{k} & =f^{k}(x) \text { with } f_{, k}^{k}(x)>0 \text { on } G .
\end{aligned}
$$

(a) If $F$ is a figure with $\bar{F} \subset G$, then the set $f(F)$ is a figure in $\mathbb{R}^{m}$.
(b) Denote $f(G)$ by $G_{1}$ and let $K: G_{1} \rightarrow \mathbb{R}^{1}$ be uniformly continuous on $G_{1}$. Then the change of variables formula holds:

$$
\begin{equation*}
\int_{F} K[f(x)]|J(x)| d V_{m}=\int_{f(F)} K(u) d V_{m}, \quad \text { where } \quad J(x)=\operatorname{det} \nabla f(x) \tag{14.25}
\end{equation*}
$$

Proof
(a) Let $R$ be a closed cell in $G$ with $a_{i} \leqslant x_{i} \leqslant b_{i}, i=1,2, \ldots, m$ (see Section 8.1). Then the set $S=f(R)$ is given by

$$
a_{i} \leqslant u^{i} \leqslant b_{i}, \quad i \neq k
$$

and

$$
f^{k}\left(x_{1}, \ldots, x_{k-1}, a_{k}, x_{k+1}, \ldots, x_{m}\right) \leqslant u^{k} \leqslant f^{k}\left(x_{1}, \ldots, x_{k-1}, b_{k}, x_{k+1}, \ldots, x_{m}\right)
$$

We now employ the Corollary to Theorem 8.13 to conclude not only that $S$ is a figure in $\mathbb{R}^{m}$ but that its volume, denoted $V(S)=V[f(R)]$, is given by

$$
\begin{aligned}
V(S)= & \int_{a_{k}^{\prime}}^{b_{k}^{\prime}}\left[f^{k}\left(x_{1}, \ldots, x_{k-1}, b_{k}, x_{k+1}, \ldots, x_{m}\right)\right. \\
& \left.-f^{k}\left(x_{1}, \ldots, x_{k-1}, a_{k}, x_{k+1}, \ldots, x_{m}\right)\right] d x_{1} \ldots d x_{k-1} d x_{k+1} \ldots d x_{m} .
\end{aligned}
$$

The symbols $a_{k}^{\prime}, b_{k}^{\prime}$ mean that the integration with respect to each variable $x_{i}$ is between the limits $a_{i}$ and $b_{i}$. Since the integrand above can be written as

$$
\int_{a_{k}}^{b_{k}} f_{, k}^{k} d x_{k}
$$

we find

$$
V(S)=\int_{R} f_{, k}^{k}(x) d V_{m}
$$

where $d V_{m}$ is the usual element of volume in $\mathbb{R}^{m}$. From the way we defined $f$, a simple computation shows that $|J(x)|=f_{, k}^{k}(x)$, and we conclude that

$$
V[f(R)]=\int_{R}|J(x)| d V_{m}
$$

Part (a) is now established when $F$ is a cell. Next, let $F$ be any figure such that $\bar{F} \subset G$. For any positive integer $n$ we may cover $F$ with hypercubes of side $2^{-n}$, denoting by $F_{n}^{-}$the collection of inner hypercubes and by $F_{n}^{+}$the collection of inner and boundary hypercubes. From the Lebesgue lemma (Theorem 3.16 and Theorem 6.27) which is valid in $\mathbb{R}^{m}$ it follows that there is a positive number $\rho$ such that all members of $F_{n}^{+}$are entirely in $G$ and, in fact are at least at distance $\rho$ from the boundary of $G$. Since no two hypercubes of $F_{n}^{+}$have interior points in common, it follows that

$$
V\left[f\left(F_{n}^{+}\right)\right]=\int_{F_{n}^{+}}|J(x)| d V
$$

and a similar formula holds for $F_{n}^{-}$. Denoting the inner and outer volume of $f(F)$ by $V^{-}[f(F)]$ and $V^{+}[f(F)]$, respectively, we find

$$
\begin{align*}
\int_{F_{n}^{-}}|J(x)| d V & =V\left[f\left(F_{n}^{-}\right)\right] \leqslant V^{-}[f(F)] \\
& \leqslant V^{+}[f(F)] \leqslant V\left[f\left(F_{n}^{+}\right)\right] \\
& =\int_{F_{n}^{+}}|J(x)| d V . \tag{14.26}
\end{align*}
$$

Since $f$ is of class $C^{1}$, the function $|J(x)|$ is uniformly continuous on $F_{n}^{+}$for all sufficiently large $n$ and hence bounded by a constant which we denote by $M$. Therefore,

$$
\int_{F-F_{n}^{-}}|J(x)| d V \leqslant M V\left(F-F_{n}^{-}\right), \quad \int_{F_{n}^{+}-F}|J(x)| d V \leqslant M V\left(F_{n}^{+}-F\right) .
$$

Since $F$ is a figure, we let $n \rightarrow \infty$ and these integrals tend to zero. Employing this fact in (14.26) we conclude that $V^{-}[f(F)]=V^{+}[f(F)]$, and so $f(F)$ is a figure. Moreover,

$$
V[f(F)]=\int_{F}|J(x)| d V
$$

that is, in addition to Part (a) we showed that Formula (14.25) holds in the special case $K(x) \equiv 1$.
(b) Let $F$ be a figure such that $\bar{F} \subset G$. Since $f$ and $|J|$ are continuous on $\bar{F}$, a closed bounded set, they are uniformly continuous on $\bar{F}$. Since, by hypothesis, $K[f(x)]$ is uniformly continuous on $G_{1}$, we see that the function $K[f(x)] \cdot|J(x)|$ is uniformly continuous on $\bar{F}$ and hence integrable on $F$. We shall establish Formula (14.25) by approximating each of the integrals in (14.25) by a Riemann sum and then by showing that the two Riemann sums are arbitrarily close if the subdivision is sufficiently fine. Let $\varepsilon>0$ be given, and let $\Delta:\left\{F_{1}, F_{2}, \ldots, F_{n}\right\}$ be a subdivision of $F$. Choose $\xi_{i} \in F_{i}, i=1,2, \ldots$, $n$. Then

$$
\begin{equation*}
\left|\sum_{i=1}^{n} K\left[f\left(\xi_{i}\right)\right]\right| J\left(\xi_{i}\right)\left|V_{m}\left(F_{i}\right)-\int_{F} K[f(x)]\right| J(x)\left|d V_{m}\right|<\frac{\varepsilon}{3}, \tag{14.27}
\end{equation*}
$$

if the mesh $\|\Delta\|$ is sufficiently small, say less than some number $\delta$. Similarly, if $\Delta_{1}:\left\{F_{1}^{\prime}, F_{2}^{\prime}, \ldots, F_{n}^{\prime}\right\}$ is a subdivision of $f(F)$ with $\left\|\Delta_{1}\right\|<\eta$ and with $\xi_{i}^{\prime} \in F_{i}^{\prime}$, $i=1,2, \ldots, n$, then for sufficiently small $\eta$, it follows that

$$
\begin{equation*}
\left|\sum_{i=1}^{n} K\left(\xi_{i}^{\prime}\right) V_{m}\left(F_{i}^{\prime}\right)-\int_{f(F)} K(u) d V_{m}\right|<\frac{\varepsilon}{3} \tag{14.28}
\end{equation*}
$$

Let $M=\sup _{u \in f(F)}|K(u)|$. Because of the uniform continuity of $f$ and $|J|$, we may choose $\delta$ so small that for all $x^{\prime}, x^{\prime \prime} \in F$ with $\left|x^{\prime}-x^{\prime \prime}\right|<\delta$, we have

$$
\begin{equation*}
\left|f\left(x^{\prime}\right)-f\left(x^{\prime \prime}\right)\right|<\eta \quad \text { and } \quad\left\|J\left(x^{\prime}\right)|-| J\left(x^{\prime \prime}\right)\right\|<\frac{\varepsilon}{3 M V_{m}(F)} \tag{14.29}
\end{equation*}
$$

We now assume $\delta$ is chosen in this way and that $\delta$ is made smaller, if necessary, so that (14.27) holds. Select $\xi_{i}^{\prime}=f\left(\xi_{i}\right)$ and $F_{i}^{\prime}=f\left(F_{i}\right), i=1,2, \ldots, n$. Then $\Delta_{1}:\left\{F_{1}^{\prime}, \ldots, F_{n}^{\prime}\right\}$ is a subdivision of $f(F)$, and from the first inequality in (14.29), we have $\left\|\Delta_{1}\right\|<\eta$. Thus (14.28) holds. Next denote by $m_{i}$ and $M_{i}$ the infimum and supremum of $|J(x)|$ on $F_{i}$, respectively. Then from the proof of Part (a) and the Mean-value theorem for integrals, it follows that

$$
\begin{equation*}
V_{m}\left(F_{i}^{\prime}\right)=\int_{F_{i}}|J(x)| d V_{m}=\left|J_{i}\right| V_{m}\left(F_{i}\right), \tag{14.30}
\end{equation*}
$$

where $\left|J_{i}\right|$ is a number such that $m_{i} \leqslant\left|J_{i}\right| \leqslant M_{i}$. We also have $m_{i} \leqslant\left|J\left(\xi_{i}\right)\right| \leqslant M_{i}$ and so, by Lemma 14.8 and the second inequality in (14.29), we find

$$
\begin{equation*}
\left\|J_{i}|-| J\left(\xi_{i}\right)\right\| \leqslant M_{i}-m_{i} \leqslant \frac{\varepsilon}{3 M V_{m}(F)} . \tag{14.31}
\end{equation*}
$$

We wish to estimate the difference of the Riemann sums

$$
\begin{equation*}
\left|\sum_{i=1}^{n} K\left(\xi_{i}^{\prime}\right) V_{m}\left(F_{i}^{\prime}\right)-\sum_{i=1}^{n} K\left[f\left(\xi_{i}\right)\right]\right| J\left(\xi_{i}\right)\left|V_{m}\left(F_{i}\right)\right| . \tag{14.32}
\end{equation*}
$$

Using (14.30) and the fact that $\xi_{i}^{\prime}=f\left(\xi_{i}\right)$, we obtain for (14.32)

$$
\left|\sum_{i=1}^{n} K\left(\xi_{i}^{\prime}\right)\left[\left|J_{i}\right|-\left|J\left(\xi_{i}\right)\right|\right] V_{m}\left(F_{i}\right)\right| .
$$

Inserting (14.31) into this expression, we find that

$$
\begin{equation*}
\left|\sum_{i=1}^{n} K\left(\xi_{i}^{\prime}\right) V_{m}\left(F_{i}^{\prime}\right)-\sum_{i=1}^{n} K\left[f\left(\xi_{i}\right)\right]\right| J\left(\xi_{i}\right)\left|V_{m}\left(F_{i}\right)\right|<\frac{\varepsilon}{3} . \tag{14.33}
\end{equation*}
$$

Combining (14.27), (14.28), and (14.33), we conclude that

$$
\left|\int_{F} K[f(x)]\right| J(x)\left|d V_{m}-\int_{f(F)} K(u) d V_{m}\right|<\varepsilon .
$$

Since $\varepsilon$ is arbitrary Formula (14.25) holds.
Lemma 14.10. Suppose that $f: G \rightarrow G_{1}$ is simple. Then the conclusions of Lemma 14.9 hold.

Proof. If $f$ is simple the image of any cell in $G$ is a cell in $G_{1}$ (perhaps with the sides arranged in a different order). Also, for $f$ simple, we have $|J(x)|=1$, and $\left|f\left(x^{\prime}\right)-f\left(x^{\prime \prime}\right)\right|=\left|x^{\prime}-x^{\prime \prime}\right|$ for any two points $x^{\prime}, x^{\prime \prime} \in G$. The remaining details may be filled in by the reader.

In Lemma 14.7 we showed how to express a function $f$ as the composition of essentially simpler functions $g_{1}, g_{2}, \ldots, g_{m}$. Then, in Lemmas 14.9 and 14.10 we established the change of variables formula for these simpler functions. Now we show that the change of variables formula, (14.25), holds in general.

Theorem 14.6 (Change of variables formula). Let $G$ be an open set in $\mathbb{R}^{m}$ and suppose that $f: G \rightarrow \mathbb{R}^{m}$ is one-to-one and of class $C^{1}$ with $\operatorname{det} \nabla f(x) \neq 0$ on $G$. Let $F$ be a closed bounded figure contained in $G$. Suppose that $K: f(F) \rightarrow \mathbb{R}^{1}$ is continuous on $f(F)$. Then $f(F)$ is a figure, $K[f(x)]$ is continuous on $F$, and

$$
\begin{equation*}
\int_{f(F)} K(u) d V_{m}=\int_{F} K[f(x)] \cdot|J(x)| d V_{m}, \quad \text { where } \quad J(x)=\operatorname{det} \nabla f(x) \tag{14.34}
\end{equation*}
$$

Proof. Let $x_{0}$ be any point of $G$. Then, according to Lemma 14.7, there is an open set $G_{1}$ with $x_{0} \in G_{1}, G_{1} \subset G$, and such that on $G_{1}$ we have $f=g_{m+1} \circ g_{m} \circ \cdots \circ g_{1}$ with the $g_{i}$ satisfying all the conditions of Lemma 14.7. In Lemmas 14.9 and 14.10, we established the change of variables formula for each $g_{i}$.

Let $F$ be a closed bounded figure in $G_{1}$ and suppose $K$ is continuous on $f(F)$. The set $f(F)$ is given by

$$
f(F)=g_{m+1} \circ g_{m} \circ \cdots \circ g_{1}(F)
$$

Applying Lemma 14.10 to the simple mapping $g_{m+1}$, we see that the set $g_{m} \circ g_{m-1} \circ \cdots \circ g_{1}(F)$ is a figure. Define the function

$$
K_{1}(u)=K\left[g_{m+1}(u)\right] \cdot\left|\operatorname{det} \nabla g_{m+1}(u)\right|
$$

Then $K_{1}$ is continuous on $g_{m} \circ g_{m-1} \circ \cdots \circ g_{1}(F)$ and

$$
\begin{align*}
\int_{f(F)} K(u) d V_{m} & =\int_{g_{m+1} \circ \cdots \circ g_{1}(F)} K(u) d V_{m} \\
& =\int_{g_{m} \circ \cdots \circ g_{1}(F)} K_{1}(u) d V_{m} \tag{14.35}
\end{align*}
$$

Next apply Lemma 14.9 to the mapping $g_{m}$. We define

$$
K_{2}(u)=K_{1}\left[g_{m}(u)\right] \cdot\left|\operatorname{det} \nabla g_{m}(u)\right|
$$

and we observe that $g_{m-1} \circ g_{m-2} \circ \cdots \circ g_{1}(F)$ is a figure with $K_{2}$ continuous on this set. Therefore from Lemma 14.9, we have

$$
\int_{f(F)} K(u) d V_{m}=\int_{g_{m} \circ \cdots \circ g_{1}(F)} K_{1}(u) d V_{m}=\int_{g_{m-1} \circ \cdots \circ g_{1}(F)} K_{2}(u) d V_{m}
$$

By substitution, we find

$$
\begin{aligned}
K_{2}(u) & =K_{1}\left[g_{m}(u)\right] \cdot\left|\operatorname{det} \nabla g_{m}(u)\right| \\
& =K\left[g_{m+1}\left(g_{m}(u)\right)\right] \cdot\left|\operatorname{det} \nabla g_{m+1}\left[g_{m}(u)\right]\right| \cdot\left|\operatorname{det} \nabla g_{m}(u)\right| .
\end{aligned}
$$

Set $h_{2}(u)=g_{m+1} \circ g_{m}(u)$ and then the above formula becomes

$$
K_{2}(u)=K\left[h_{2}(u)\right] \cdot\left|\operatorname{det} \nabla h_{2}(u)\right|
$$

where the Chain rule and the formula for the product of determinants have been used. We continue this process by defining $h_{p}(u)=g_{m+1} \circ g_{m} \circ \cdots \circ g_{m-p+2}$, $p=2,3, \ldots, m+1$, and $K_{p}(u)=K\left[h_{p}(u)\right] \cdot\left|\operatorname{det} \nabla h_{p}(u)\right|$. We arrive at the
formula

$$
\begin{aligned}
\int_{g_{m+1} \circ \cdots \circ g_{1}(F)} K(u) d V_{m} & =\int_{g_{1}(F)} K\left[h_{m}(u)\right] \cdot\left|\operatorname{det} \nabla h_{m}(u)\right| d V_{m} \\
& =\int_{F} K\left[h_{m+1}(u)\right] \cdot\left|\operatorname{det} \nabla h_{m+1}(u)\right| d V_{m} \\
& =\int_{F} K[f(u)] \cdot|\operatorname{det} \nabla f(u)| d V_{m},
\end{aligned}
$$

which is the desired result for a figure $F$ in $G_{1}$.
To complete the proof, let $F$ be any closed bounded figure in $G$ and suppose that $K$ is continuous on $F$. From the Lebesgue lemma (Theorems 3.16 and 6.27), there is a number $\rho$ such that any ball $B(x, \rho)$ with center at a point of $F$ lies in some open set $G_{1}$. We subdivide $F$ into a finite number of figures $F_{1}, F_{2}, \ldots, F_{s}$ such that each $F_{i}$ is contained in a single ball $B(x, \rho)$. For $i=1,2, \ldots, s$, we have

$$
\int_{f(F)} K(u) d V_{m}=\int_{F_{i}} K[f(v)]|\operatorname{det} \nabla f(v)| d V_{m}
$$

The formula (14.34) follows by addition on $i$.
Example. Evaluate $\int_{F} x_{1} d V_{2}(x)$ where $F$ is the region bounded by the curves $x_{1}=-x_{2}^{2}, x_{1}=2 x_{2}-x_{2}^{2}$, and $x_{1}=2-2 x_{2}-x_{2}^{2}$ (see Figure 14.4(a)). Introduce new variables $\left(u_{1}, u_{2}\right)$ by

$$
\begin{equation*}
f: x_{1}=u_{1}-\frac{1}{4}\left(u_{1}+u_{2}\right)^{2}, \quad x_{2}=\frac{1}{2}\left(u_{1}+u_{2}\right), \tag{14.36}
\end{equation*}
$$

and use Theorem 14.6.
Solution. Figure 14.4 shows $G$, the image of $F$ in the $\left(u_{1}, u_{2}\right)$-plane. Solving (14.36) for $u_{1}, u_{2}$ in terms of $x_{1}, x_{2}$, we get

$$
u_{1}=x_{1}+x_{2}^{2}, \quad u_{2}=-x_{1}+2 x_{2}-x_{2}^{2}
$$


(a)

(b)

Figure 14.4. Changing variables from $\left(x_{1}, x_{2}\right)$ to $\left(u_{1}, u_{2}\right)$.
and so $f$ is a one-to-one transformation of $\mathbb{R}^{2}$ onto itself. The equations of the bounding curves of $G$ are

$$
u_{1}=0, \quad u_{2}=0, \quad 2 u_{1}+u_{2}=2
$$

The Jacobian of $f$ is

$$
\operatorname{det} \nabla f=\left|\begin{array}{ll}
1-\frac{1}{2}\left(u_{1}+u_{2}\right) & -\frac{1}{2}\left(u_{1}+u_{2}\right) \\
\frac{1}{2} & \frac{1}{2}
\end{array}\right|=\frac{1}{2} .
$$

Therefore

$$
\begin{aligned}
\int_{F} x_{1} d V_{2}(x) & =\int_{G}\left[u_{1}-\frac{1}{4}\left(u_{1}+u_{2}\right)^{2}\right] \cdot \frac{1}{2} d V_{2}(u) \\
& =\frac{1}{2} \int_{0}^{1} \int_{0}^{2-2 u_{1}}\left[u_{1}-\frac{1}{4}\left(u_{1}+u_{2}\right)^{2}\right] d u_{2} d u_{1}=\frac{1}{48}
\end{aligned}
$$

## Problems

In each of Problems 1 through 6 evaluate $\int_{F} K\left(x_{1}, x_{2}\right) d V_{2}(x)$, where $F$ is bounded by the curves whose equations are given. Perform the integration by introducing variables $u_{1}, u_{2}$ as indicated. Draw a graph of $F$ and the corresponding region in the $u_{1}, u_{2}$-plane. Find the inverse of each transformation.

1. $K\left(x_{1}, x_{2}\right)=x_{1} x_{2} . F$ is bounded by $x_{2}=3 x_{1}, x_{1}=3 x_{2}$, and $x_{1}+x_{2}=4$. Mapping: $x_{1}=3 u_{1}+u_{2}, x_{2}=u_{1}+3 u_{2}$.
2. $K\left(x_{1}, x_{2}\right)=x_{1}-x_{2}^{2}$. $F$ is bounded by $x_{2}=2, x_{1}=x_{2}^{2}-x_{2}, x_{1}=2 x_{2}+x_{2}^{2}$. Mapping: $x_{1}=2 u_{1}-u_{2}+\left(u_{1}+u_{2}\right)^{2}, x_{2}=u_{1}+u_{2}$.
3. $K\left(x_{1}, x_{2}\right)=x_{2}$. $F$ is bounded by $x_{1}+x_{2}-x_{2}^{2}=0,2 x_{1}+x_{2}-2 x_{2}^{2}=1, x_{1}-x_{2}^{2}=$ 0 . Mapping: $x_{1}=u_{1}+\left(u_{2}-u_{1}\right)^{2}, x_{2}=u_{2}$.
4. $K\left(x_{1}, x_{2}\right)=\left(x_{1}^{2}+x_{2}^{2}\right)^{-3}$. $F$ is bounded by $x_{1}^{2}+x_{2}^{2}=2 x_{1}, x_{1}^{2}+x_{2}^{2}=4 x_{1}, x_{1}^{2}+$ $x_{2}^{2}=2 x_{2}, x_{1}^{2}+x_{2}^{2}=6 x_{2}$. Mapping: $x_{1}=u_{1} /\left(u_{1}^{2}+u_{2}^{2}\right), x_{2}=u_{2} /\left(u_{1}^{2}+u_{2}^{2}\right)$.
5. $K\left(x_{1}, x_{2}\right)=4 x_{1} x_{2} . F$ is bounded by $x_{1}=x_{2}, x_{1}=-x_{2},\left(x_{1}+x_{2}\right)^{2}+x_{1}-x_{2}-$ $1=0$. Mapping: $x_{1}=\frac{1}{2}\left(u_{1}+u_{2}\right), x_{2}=\frac{1}{2}\left(-u_{1}+u_{2}\right)$. Assume $x_{1}+x_{2}>0$.
6. $K\left(x_{1}, x_{2}\right)=x_{1}^{2}+x_{2}^{2} . F$ is the region in the first quadrant bounded by $x_{1}^{2}-x_{2}^{2}=1$, $x_{1}^{2}-x_{2}^{2}=2, x_{1} x_{2}=1, x_{1} x_{2}=2$. The inverse mapping is: $u_{1}=x_{1}^{2}-x_{2}^{2}, u_{2}=$ $2 x_{1} x_{2}$.
7. Prove Lemma 14.8.
8. Complete the proof of Lemma 14.10.
9. Evaluate the integral

$$
\int_{F} x_{3} d V_{3}(x)
$$

by changing to spherical coordinates: $x_{1}=\rho \cos \varphi \sin \theta, x_{2}=\rho \sin \varphi \sin \theta, x_{3}=$ $\rho \cos \theta$, where $F$ is the region determined by the inequalities $0 \leqslant x_{1}^{2}+x_{2}^{2} \leqslant x_{3}^{2}$, $0 \leqslant x_{1}^{2}+x_{2}^{2}+x_{3}^{2} \leqslant 1, x_{3} \geqslant 0$.
10. Write a proof of the Fundamental Lemma of Differentiation for vector functions (Theorem 14.5, Part (a)).
11. Show that the product of simple transformations is simple and that the inverse of a simple transformation is simple (Lemma 14.6).
12. Let $g=\left(g^{1}, g^{2}, \ldots, g^{m}\right)$ where $g^{j}=x_{j}$ for $j \neq i ; j=1,2, \ldots, m$, and $g^{i}=\varphi(x)$. Show that $\nabla g=\varphi_{, i}$ (see Lemma 14.7).
13. If $f$ is of class $C^{1}$ on a closed bounded region $\bar{G}$ in $\mathbb{R}^{m}$, show that det $\nabla f$ is uniformly continuous on $\bar{G}$.

### 14.4. The Lagrange Multiplier Rule

Let $D$ be a region in $\mathbb{R}^{m}$ and suppose that $f: D \rightarrow \mathbb{R}^{1}$ is a $C^{1}$ function. At any local maximum or minimum of $f(x)=f\left(x_{1}, \ldots, x_{m}\right)$, we know that $f_{, i}=0$, $i=1,2, \ldots, m$. In many applications we wish to find the local maxima and minima of such a function $f$ subject to certain constraints. These constraints are usually given by a set of equations such as

$$
\begin{gather*}
\varphi^{1}\left(x_{1}, x_{2}, \ldots, x_{m}\right)=0, \quad \varphi^{2}\left(x_{1}, x_{2}, \ldots, x_{m}\right)=0, \ldots, \\
\varphi^{k}\left(x_{1}, x_{2}, \ldots, x_{m}\right)=0 . \tag{14.37}
\end{gather*}
$$

Equations (14.37) are called side conditions. Throughout we shall suppose that $k$ is less than $m$. Otherwise, if there were say $m$ side conditions, Equations (14.37) when solved simultaneously might yield a unique solution $\bar{x}=$ $\left(\bar{x}_{1}, \ldots, \bar{x}_{m}\right)$. Then this value when inserted in $f$ would give a solution to the problem without further calculation. We reject the case $k>m$ since there may be no solution to the system given by (14.37). We shall suppose that the functions $\varphi^{i}: D \rightarrow \mathbb{R}^{1}, i=1,2, \ldots, k$, are $C^{1}$ functions, and furthermore that the $k \times m$ matrix

$$
\left(\begin{array}{cc}
\varphi_{, 1}^{1} & \varphi_{, 2}^{1} \ldots \varphi_{, m}^{1} \\
\vdots & \vdots \\
\varphi_{, 1}^{k} & \varphi_{, 2}^{k} \ldots \varphi_{, m}^{k}
\end{array}\right)
$$

is of rank $k$. That is, we suppose that at least one of the $k \times k$ minors of the above matrix has determinant different from zero in $D$. Without loss of generality, we assume that the square matrix consisting of the first $k$ columns has nonvanishing determinant in $D$. This may always be achieved by relabeling the variables. Then according to the Implicit function theorem, in the neighborhood of any point $\bar{x} \in D$ we may solve for $x_{1}, x_{2}, \ldots, x_{k}$ in terms of $x_{k+1}, \ldots, x_{m}$. That is, there are functions $g^{1}, \ldots, g^{k}$ of class $C^{1}$ such that Equations (14.37) can be written

$$
\begin{equation*}
x_{1}=g^{1}\left(x_{k+1}, \ldots, x_{m}\right), \quad x_{2}=g^{2}\left(x_{k+1}, \ldots, x_{m}\right), \quad \ldots, \quad x_{k}=g^{k}\left(x_{k+1}, \ldots, x_{m}\right) . \tag{14.38}
\end{equation*}
$$

A customary way of finding a local maximum or minimum of $f$ subject to the side Conditions (14.38) consists of the following procedure. First, solve the system given by (14.37) for $x_{1}, \ldots, x_{k}$ and obtain Equations (14.38). We assume that this is valid throughout $D$. Second, insert the functions in (14.38) in $f$, obtaining a function of the variables $x_{k+1}, \ldots, x_{m}$ given by

$$
\begin{aligned}
& H\left(x_{k+1}, \ldots, x_{m}\right) \equiv f\left[g^{1}\left(x_{k+1}, \ldots, x_{m}\right)\right. \\
& \left.\qquad g^{2}\left(x_{k+1}, \ldots, x_{m}\right), \ldots, g^{k}\left(x_{k+1}, \ldots, x_{m}\right), x_{k+1}, \ldots, x_{m}\right] .
\end{aligned}
$$

Finally, find the local maxima and minima of $H$ as a function of $x_{k+1}, \ldots, x_{m}$ in the ordinary way. That is, compute

$$
\begin{equation*}
H_{, i}=\sum_{j=1}^{k} f_{, j} g_{, i}^{j}+f_{, i}, \quad i=k+1, \ldots, m \tag{14.39}
\end{equation*}
$$

and then find the solutions of the system of $m-k$ equations

$$
\begin{equation*}
H_{, i}=0 . \tag{14.40}
\end{equation*}
$$

The values of $x_{k+1}, \ldots, x_{m}$ obtained in this way are inserted in (14.38) to yield values for $x_{1}, \ldots, x_{k}$. In this way we obtain the critical points of $f$ which also satisfy (14.37). Various second derivative tests may then be used to decide whether the critical points are local maxima, local minima, or neither.

The method of Lagrange multipliers employs a simpler technique for achieving the same purpose. The method is especially useful when it is difficult or not possible to solve the system given by (14.37) in order to obtain the functions $g^{1}, \ldots, g^{k}$ given by (14.38).

The Lagrange multiplier rule is frequently explained but seldom proved. In Theorem 14.7 below we establish the validity of this rule which we now describe. We introduce $k$ new variables (or parameters), denoted by $\lambda=$ $\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right)$, and we form the function of $m+k$ variables

$$
F(x, \lambda)=F\left(x_{1}, \ldots, x_{m}, \lambda_{1}, \ldots, \lambda_{k}\right) \equiv f(x)+\sum_{j=1}^{k} \lambda_{j} \varphi^{j}(x)
$$

For this function $F$ we compute the critical points when $x$ is in $D$ and $\lambda$ in $\mathbb{R}^{k}$ without side conditions. That is, we find solutions to the $m+k$ equations formed by all the first derivatives of $F(x, \lambda)$ :

$$
\begin{array}{ll}
F_{, i}=0, & i=1,2, \ldots, m \\
F_{, j}=0, & j=1,2, \ldots, k \tag{14.41}
\end{array}
$$

We shall show that the critical points given by solutions of (14.40) are among the solutions of the system given by (14.41).

Suppose that $f$ takes on its minimum at $x^{0}$, a point in the set $D_{0}$ consisting of all points $x$ in $D$ where the side conditions (14.37) hold. Suppose there is a function $g=\left(g^{1}, g^{2}, \ldots, g^{m}\right)$ from $I=\left\{t:-t_{0}<t<t_{0}\right\}$ into $\mathbb{R}^{m}$ which is of class $C^{1}$ and has the properties

$$
\begin{equation*}
g(0)=x^{0} \quad \text { and } \quad \phi^{j}[g(t)]=0 \quad \text { for } \quad j=1,2, \ldots, k ; t \in I . \tag{14.42}
\end{equation*}
$$

Then the function $\Phi: I \rightarrow \mathbb{R}^{m}$ defined by

$$
\begin{equation*}
\Phi(t)=f[g(t)] \tag{14.43}
\end{equation*}
$$

takes on its minimum at $t=0$. Differentiating (14.42) and (14.43) with respect to $t$ and setting $t=0$, we get

$$
\begin{equation*}
\sum_{i=1}^{m} \phi_{, i}^{j}\left(x^{0}\right) \frac{d g^{i}(0)}{d t}=0 \quad \text { and } \quad \sum_{i=1}^{m} f_{, i}\left(x_{0}\right) \frac{d g^{i}(0)}{d t}=0 \tag{14.44}
\end{equation*}
$$

Now let $h=\left(h_{1}, h_{2}, \ldots, h_{m}\right)$ be any vector ${ }^{3}$ in $V_{m}$ which is orthogonal to the $k$ vectors $\left(\phi_{, 1}^{j}\left(x^{0}\right), \phi_{, 2}^{j}\left(x^{0}\right), \ldots, \phi_{, m}^{j}\left(x^{0}\right)\right), j=1,2, \ldots, k$. That is, suppose that

$$
\sum_{i=1}^{m} \phi_{, i}^{j}\left(x^{0}\right) h_{i}=0 \quad \text { or } \quad \nabla \phi^{j}\left(x^{0}\right) \cdot h=0, \quad j=1,2, \ldots, k
$$

From the Implicit function theorem, it follows that we may solve (14.37) for $x_{1}, \ldots, x_{k}$ in terms of $x_{k+1}, \ldots, x_{m}$, getting

$$
x_{i}=\mu^{i}\left(x_{k+1}, \ldots, x_{m}\right), \quad i=1,2, \ldots, k .
$$

If we denote $x^{0}=\left(x_{1}^{0}, \ldots, x_{m}^{0}\right)$ and define

$$
g^{i}(t)= \begin{cases}\mu^{i}\left(x_{k+1}^{0}+t h_{k+1}, \ldots, x_{m}^{0}+t h_{m}\right), & i=1,2, \ldots, k \\ x_{i}^{0}+t h_{i}, & i=k+1, \ldots, m\end{cases}
$$

then $g=\left(g^{1}(t), \ldots, g^{m}(t)\right)$ satisfies Conditions (14.42) and (14.44). We have thereby proved the following lemma.

Lemma 14.11. Suppose that $f, \phi^{1}, \phi^{2}, \ldots, \phi^{k}$ are $C^{1}$ functions on an open set $D$ in $\mathbb{R}^{m}$ containing a point $x^{0}$, that the vectors $\nabla \phi^{1}\left(x^{0}\right), \ldots, \nabla \phi^{k}\left(x^{0}\right)$ are linearly independent, and that $f$ takes on its minimum among all points of $D_{0}$ at $x^{0}$, where $D_{0}$ is the subset of $D$ on which the side conditions (14.37) hold. If $h$ is any vector in $V_{m}$ orthogonal to $\nabla \phi^{1}\left(x^{0}\right), \ldots, \nabla \phi^{k}\left(x^{0}\right)$, then

$$
\nabla f\left(x^{0}\right) \cdot h=0
$$

The next lemma, concerning a simple fact about vectors in $V_{m}$, is needed in the proof of the Lagrange multiplier rule.

Lemma 14.12. Let $b^{1}, b^{2}, \ldots, b^{k}$ be linearly independent vectors in the vector space $V_{m}$. Suppose that a is a vector in $V_{m}$ with the property that a is orthogonal to any vector $h$ which is orthogonal to all the $b^{i}$. Then there are numbers $\lambda_{1}, \lambda_{2}$, $\ldots, \lambda_{k}$ such that

$$
a=\sum_{i=1}^{k} \lambda_{i} b^{i} .
$$

That is, $a$ is in the subspace spanned by $b^{1}, b^{2}, \ldots, b^{k}$.

[^18]Proof. Let $B$ be the subspace of $V_{m}$ spanned by $b^{1}, b^{2}, \ldots, b^{k}$. Then there are vectors $c^{k+1}, c^{k+2}, \ldots, c^{m}$, such that the set $b^{1}, \ldots, b^{k}, c^{k+1}, \ldots, c^{m}$ form a linearly independent set (basis) of vectors in $V_{m}$. Let $h$ be any vector orthogonal to all the $b^{i}$; then $h$ will have components $h_{1}, \ldots, h_{m}$ in terms of the above basis with $h_{1}=h_{2}=\cdots=h_{k}=0$. The vector $a$ with components $\left(a_{1}, \ldots, a_{m}\right)$ and with the property $a \cdot h=0$ for all such $h$ must have $a_{i+1}=a_{i+2}=\cdots=$ $a_{m}=0$. Therefore, $a=\sum_{i=1}^{k} a_{i} b^{i}$. We set $a_{i}=\lambda_{i}$ to obtain the result.

Theorem 14.7 (Lagrange multiplier rule). Suppose that $f, \phi^{1}, \phi^{2}, \ldots, \phi^{k}$ and $x^{0}$ satisfy the hypotheses of Lemma 14.11. Define

$$
F(x, \lambda)=f(x)-\sum_{i=1}^{k} \lambda_{i} \phi^{i}(x) .
$$

Then there are numbers $\lambda_{1}^{0}, \lambda_{2}^{0}, \ldots, \lambda_{k}^{0}$ such that

$$
F_{x_{i}}\left(x^{0}, \lambda^{0}\right)=0, \quad i=1,2, \ldots, m
$$

and

$$
\begin{equation*}
F_{\lambda_{j}}\left(x^{0}, \lambda^{0}\right)=0, \quad j=1,2, \ldots, k . \tag{14.45}
\end{equation*}
$$

Proof. The Equations (14.45) are

$$
\nabla f\left(x_{0}\right)=\sum_{l=1}^{k} \lambda_{l}^{0} \nabla \phi^{l}\left(x^{0}\right) \quad \text { and } \quad \phi^{j}\left(x^{0}\right)=0, \quad j=1,2, \ldots, k
$$

We set $a=\nabla f\left(x^{0}\right)$ and $b^{j}=\nabla \phi^{j}\left(x^{0}\right)$. Then Lemma 14.11 and 14.12 combine to yield the result.

Remark. This theorem shows that the minimum (or maximum) of $f$ subject to the side conditions $\phi^{1}=\phi^{2}=\cdots=\phi^{k}=0$ is among the minima (or maxima) of the function $F$ without any constraints.

Example. Find the maximum of the function $x_{1}+3 x_{2}-2 x_{3}$ on the sphere $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=14$.
Solution. Let $F\left(x_{1}, x_{2}, x_{3}, \lambda\right) \equiv x_{1}+3 x_{2}-2 x_{3}+\lambda\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-14\right)$. Then $F_{, 1}=1+2 \lambda x_{1}, F_{, 2}=3+2 \lambda x_{2}, F_{, 3}=-2+2 \lambda x_{3}, F_{, 4}=x_{1}^{2}+x_{2}^{2}+$ $x_{3}^{2}-14$. Setting $F_{, i}=0, i=1, \ldots, 4$, we obtain

$$
x_{1}=-\frac{1}{2 \lambda}, \quad x_{2}=-\frac{3}{2 \lambda}, \quad x_{3}=\frac{1}{\lambda}, \quad 14=\frac{14}{4 \lambda^{2}}
$$

The solutions are $\left(x_{1}, x_{2}, x_{3}, \lambda\right)=\left(1,3,-2,-\frac{1}{2}\right)$ or $\left(-1,-3,2, \frac{1}{2}\right)$. The first solution gives the maximum value of 14 .

## Problems

In each of Problems 1 through 10 find the solution by the Lagrange multiplier rule.

1. Find the minimum value of $x_{1}^{2}+3 x_{2}^{2}+2 x_{3}^{2}$ subject to the condition $2 x_{1}+3 x_{2}+$ $4 x_{3}-15=0$.
2. Find the minimum value of $2 x_{1}^{2}+x_{2}^{2}+2 x_{3}^{2}$, subject to the condition $2 x_{1}+3 x_{2}-$ $2 x_{3}-13=0$.
3. Find the minimum value of $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$ subject to the conditions $2 x_{1}+2 x_{2}+$ $x_{3}+9=0$ and $2 x_{1}-x_{2}-2 x_{3}-18=0$.
4. Find the minimum value of $4 x_{1}^{2}+2 x_{2}^{2}+3 x_{3}^{2}$ subject to the conditions $x_{1}+2 x_{2}+$ $3 x_{3}-9=0$ and $4 x_{1}-2 x_{2}+x_{3}+19=0$.
5. Find the minimum value of $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}$ subject to the condition $2 x_{1}+$ $x_{2}-x_{3}-2 x_{4}-5=0$.
6. Find the minimum value of $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}$ subject to the conditions $x_{1}-$ $x_{2}+x_{3}+x_{4}-4=0$ and $x_{1}+x_{2}-x_{3}+x_{4}+6=0$.
7. Find the points on the curve $4 x_{1}^{2}+4 x_{1} x_{2}+x_{2}^{2}=25$ which are nearest to the origin.
8. Find the points on the curve $7 x_{1}^{2}+6 x_{1} x_{2}+2 x_{2}^{2}=25$ which are nearest to the origin.
9. Find the points on the curve $x_{1}^{4}+y_{1}^{4}+3 x_{1} y_{1}=2$ which are farthest from the origin.
10. Let $b_{1}, b_{2}, \ldots, b_{k}$ be positive numbers. Find the maximum value of $\sum_{i=1}^{k} b_{i} x_{i}$ subject to the side condition $\sum_{i=1}^{k} x_{i}^{2}=1$.
11. (a) Find the maximum of the function $x_{1}^{2} \cdot x_{2}^{2} \cdots x_{n}^{2}$ subject to the side condition $\sum_{i=1}^{n} x_{i}^{2}=1$.
(b) If $\sum_{i=1}^{n} x_{i}^{2}=1$, show that $\left(x_{1}^{2} x_{2}^{2} \cdots x_{n}^{2}\right)^{1 / n} \leqslant 1 / n$.
(c) If $a_{1}, a_{2}, \cdots, a_{n}$ are positive numbers, prove that

$$
\left(a_{1} \cdot a_{2} \cdots a_{n}\right)^{1 / n} \leqslant \frac{a_{1}+a_{2}+\cdots+a_{n}}{n} .
$$

[The geometric mean of $n$ numbers is always less than or equal to the arithmetic mean.]

## CHAPTER <br> 15

## Functions on Metric Spaces; Approximation

### 15.1. Complete Metric Spaces

We developed many of the basic properties of metric spaces in Chapter 6. A complete metric space was defined in Chapter 13 and we saw the importance of such spaces in the proof of the fundamental fixed point theorem (Theorem 13.2). This theorem, which has many applications, was used to prove the existence of solutions of ordinary differential equations and the Implicit function theorem. We now discuss in more detail functions whose domain is a metric space, and we prove convergence and approximation theorems which are useful throughout analysis.

We recall that a sequence of points $\left\{p_{n}\right\}$ in a metric space $S$ is a Cauchy sequence if and only if for every $\varepsilon>0$ there is an integer $N$ such that $d\left(p_{m}, p_{n}\right)<$ $\varepsilon$ whenever $m, n>N$. A complete metric space $S$ is one with the property that every Cauchy sequence in $S$ converges to a point in $S$. We remind the reader that Theorem 3.14 shows that $\mathbb{R}^{1}$ is a complete metric space and that Theorem 13.1 establishes the completeness of $\mathbb{R}^{N}$ for every positive integer $N$.

The notion of compactness, defined in Section 6.4, plays an essential part in the study of metric spaces. Repeating the definition, we say that a set $A$ in a metric space $S$ is compact if and only if each sequence of points $\left\{p_{n}\right\}$ in $A$ contains a subsequence which converges to a point in $A$. Taking into account the definitions of completeness and compactness, we see that Theorem 6.23 implies that every compact metric space $S$ is complete. Also, since a closed subset of a compact metric space is compact (Theorem 6.21), then such a subset, considered as a metric space in its own right, is complete.

Let $S$ be any metric space and $f$ a bounded, continuous function on $S$ into $\mathbb{R}^{1}$. The totality of all such functions $f$ forms a metric space, denoted $C(S)$,
when we define the distance $d$ between two such functions $f$ and $g$ by the formula

$$
\begin{equation*}
d(f, g)=\sup _{x \in S}|f(x)-g(x)| . \tag{15.1}
\end{equation*}
$$

It is a simple matter to verify that $d$ has all the properties of a metric on $C(S)$. We conclude directly from Theorem 13.3 on the uniform convergence of sequences of continuous functions that for any metric space $S$, the space $C(S)$ is complete.

Examples. Let $I=\{x: a \leqslant x \leqslant b\}$ be a closed interval in $\mathbb{R}^{1}$. Then $I$, considered as a metric space (with the metric of $\mathbb{R}^{1}$ ), is complete. On the other hand an open interval $J=\{x: a<x<b\}$ is not a complete metric space since there are Cauchy sequences in $J$ converging to $a$ and $b$, two points which are not in the space. The collection of all rational numbers in $\mathbb{R}^{1}$ is an example of a metric space which is not complete, with respect to the metric of $\mathbb{R}^{1}$. Let 0 be the function in $C(S)$ which is identically zero, and define $B(0, r)$ as the set of all functions $f$ is $C(S)$ such that $d(f, 0)<r$. That is, $B(0, r)$ is the ball with center 0 and radius $r$. Then $B(0, r)$ is a metric space which is not complete. However, the set of all functions $f$ which satisfy $d(f, 0) \leqslant r$ with $d$ given by (15.1) does form a complete metric space.

Definitions. Let $S$ be a metric space. We say that a set $A$ in $S$ is dense in $S$ if and only if $\bar{A}=S$. If $A$ and $B$ are sets in $S$, we say that $A$ is dense in $B$ if and only if $\bar{A} \supset B$. We do not require that $A$ be a subset of $B$.

For example, let $S$ be $\mathbb{R}^{1}$, let $A$ be all the rational numbers, and let $B$ be all the irrational numbers. Since $\bar{A}=\mathbb{R}^{1}$ we see that $\bar{A} \supset B$ and so $A$ is dense in $B$. Note that $A$ and $B$ are disjoint.

Definition. Let $S$ be a metric space and $A$ a subset of $S$. We say that $A$ is nowhere dense in $S$ if and only if $\bar{A}$ contains no ball of $S$. For example, if $S$ is $\mathbb{R}^{1}$, then any finite set of points is nowhere dense. A convergent sequence of points and the set of integer points in $\mathbb{R}^{1}$ are other examples of nowhere dense sets. It is important to observe that being dense and nowhere dense are not complementary properties. It is possible for a set to be neither dense nor nowhere dense. For example, any bounded open or closed interval in $\mathbb{R}^{1}$ is neither dense nor nowhere dense in $\mathbb{R}^{1}$.

The next result, an equivalent formulation of the notion of a nowhere dense set, is useful in many applications.

Theorem 15.1. $A$ set $A$ is nowhere dense in a metric space $S$ if and only if every open ball B of $S$ contains an open ball $B_{1}$ which is disjoint with $A$.

## Proof

(a) Suppose $A$ is nowhere dense in $S$. Then $\bar{A}$ contains no ball of $S$. We shall show that every open ball $B$ of $S$ contains a ball $B_{1}$ which is disjoint from $A$. Suppose this is not true. Then there must be a ball $B_{0}$ of $S$ such that every ball $B_{1}$ in $B_{0}$ contains points of $A$. Let $p \in B_{0}$. Then every ball with $p$ as center and radius sufficiently small is in $B_{0}$. All these balls have points of $A$ and so $p$ is a limit point of $A$. Since $p$ is an arbitrary point of $B_{0}$, we have $\bar{A} \supset B_{0}$. We have contradicted the fact that $\bar{A}$ contains no ball of $S$, and (a) is proved.
(b) If $A$ is not nowhere dense, then $\bar{A}$ must contain a ball $B$. If there were a ball $B_{1}$ in $B$ disjoint with $A$, then no point of $B_{1}$ could belong to $\bar{A}$. Hence every ball in $B$ contains of $A$, and (b) is proved.

Definitions. A set $A$ is a metric space $S$ is of the first category if and only if $A$ is the union of a countable number of nowhere dense sets. A set $C$ is of the second category if and only if $C$ is not of the first category.

Examples. Since the set in $\mathbb{R}^{N}$ consisting of a single point is nowhere dense, we see that every countable set in $\mathbb{R}^{N}$ is of the first category. Also, because the set of rational points in $\mathbb{R}^{N}$ is countable and dense, it is possible to have dense sets of first category. In fact, if the entire space consists of the rational points, say of $\mathbb{R}^{1}$, then every set is of the first category, and there are no sets of the second category. On the other hand, an isolated point in a metric space is an open set and in such cases a single point is of the second category.

No complete metric space can be of the first category as we show in the next theorem and its Corollary.

Theorem 15.2. Let $S$ be a complete metric space. Let $C$ be the complement in $S$ of a set of the first category. Then $C$ is dense in $S$.

Proof. We shall show that every ball $B$ of $S$ must contain a point of $C$, implying that $C$ is dense in $S$. Define $A=S-C$. Then $A$ is of the first category and consequently $A=\bigcup_{n=1}^{\infty} T_{n}$ where $T_{n}$ is nowhere dense for every $n$. Let $B_{0}=B\left(p_{0}, r_{0}\right)$ be any ball in $S$ with center $p_{0}$ and radius $r_{0}$. We shall show that $B_{0}$ contains a point of $C$. Since $T_{1}$ is nowhere dense, there is a ball $B\left(p_{1}, r_{1}\right)$ contained in $B_{0}$ which is disjoint with $T_{1}$. We may take $r_{1}$ so small that $r_{1}<r_{0} / 2$, and also so that $\overline{B\left(p_{1}, r_{1}\right)} \subset B_{0}$. Since $T_{2}$ is nowhere dense the ball $B\left(p_{1}, r_{1}\right)$ contains a ball $B\left(p_{2}, r_{2}\right)$ with $r_{2}<r_{1} / 2$, so that $B\left(p_{2}, r_{2}\right)$ contains no point of $T_{2}$ and $\overline{B\left(p_{2}, r_{2}\right)} \subset B\left(p_{1}, r_{1}\right)$. We continue in this way, obtaining a decreasing sequence of balls $B\left(p_{n}, r_{n}\right) \equiv B_{n}$ such that $r_{n}<r_{n-1} / 2$ and $\bar{B}_{n} \subset B_{n-1}$. Also, $T_{n}$ and $B_{n}$ have no points in common. For $n \geqslant m$, we see that $d\left(p_{m}, p_{n}\right) \leqslant$ $r_{m}<r_{0} / 2^{m}$. Hence $\left\{p_{n}\right\}$ is a Cauchy sequence. Since $S$ is complete, there is a point $q \in S$ such that $p_{n} \rightarrow q$ as $n \rightarrow \infty$. For each $m$, all the $p_{n}$ are in $B_{m}$ whenever $n>m$. We conclude that $q \in \bar{B}_{m}$ for every $m$ and so $q \notin T_{m}$ for every $m$. Thus $q$
belongs to $C$ and because $q \in B_{0}\left(p_{0}, r_{0}\right)$, which is an arbitrary ball, the result is established.

Corollary. A complete metric space $S$ is of the second category.
Proof. If $S$ were of the first category its complement would be empty, contradictng Theorem 15.2.

By an argument similar to that used in Theorem 15.2, the next result known as the Baire Category Theorem is easily established. We omit the details.

Theorem 15.3 (Baire category theorem). A nonempty open set in a complete metric space is of the second category.

We recall that a mapping $f$ from a metric space $S_{1}$ with metric $d_{1}$ to a metric space $S_{2}$ with metric $d_{2}$ is uniformly continuous on $S_{1}$ if and only if for every $\varepsilon>0$, there is a $\delta>0$ such that $d_{2}(f(p), f(q))<\varepsilon$ whenever $d_{1}(p, q)<\delta$, and the number $\delta$ depends only on $\varepsilon$ and not on the particular points $p$ and $q$. With the aid of Lemma 15.1 which follows it is not difficult to show that a function which is uniformly continuous on a set $A$ in a metric space can be extended to $\bar{A}$, the closure of $A$, in such a way that $f$ remains uniformly continuous. Moreover, the extension is unique.

Lemma 15.1. Suppose that $A$ is a subset of a metric space $S$.
(a) Then any point $p \in \bar{A}-A$ is a limit point of $A$.
(b) If $p \in \bar{A}$, then there exists a sequence $\left\{p_{n}\right\} \subset A$ such that $p_{n} \rightarrow p$ as $n \rightarrow \infty$.
(c) Suppose that $f: A \rightarrow S_{2}$ is uniformly continuous with $S_{2}$ a metric space. If $\left\{p_{n}\right\}$ is a Cauchy sequence in $A$, then $\left\{f\left(p_{n}\right)\right\}$ is a Cauchy sequence in $S_{2}$.

## Proof

(a) Let $A^{\prime}$ be the set of limit points of $A$. Then by definition, $\bar{A}-A=$ $\left\{p: p \in\left(A \cup A^{\prime}\right)-A\right\}$, and (a) is proved.
(b) If $p \in \bar{A}-A$, then $p$ is a limit point of $A$ and the result follows from Theorem 6.4. If $p \in A$, we choose $p_{n}=p$ for all $n$.
(c) Let $\varepsilon>0$ be given. From the uniform continuity, there is a $\delta>0$ such that $d_{2}\left(f\left(p^{\prime}\right), f\left(p^{\prime \prime}\right)\right)<\varepsilon$ whenever $d_{1}\left(p^{\prime}, p^{\prime \prime}\right)<\delta$. Since $\left\{p_{n}\right\}$ is a Cauchy sequence, there is an integer $N$ such that $d_{1}\left(p_{n}, p_{m}\right)<\delta$ for $m, n>N$. Hence $d_{2}\left(f\left(p_{n}\right), f\left(p_{m}\right)\right)<\varepsilon$ for $n, m>N$. Thus $\left\{f\left(p_{n}\right)\right\}$ is a Cauchy sequence.

Theorem 15.4. Let $S_{1}, S_{2}$ be metric spaces and suppose that $S_{2}$ is complete. Let $A$ be a subset of $S_{1}$ and $f: A \rightarrow S_{2}$ be a mapping which is uniformly continuous on $A$. Then there is a unique mapping $f^{*}: \bar{A} \rightarrow S_{2}$ which is uniformly continuous on $\bar{A}$ and such that $f^{*}(p)=f(p)$ for all $p \in A$.

Proof. For $p \in A$, we define $f^{*}(p)=f(p)$. If $p \in \bar{A}-A$, let $\left\{p_{n}\right\}$ be a particular sequence of elements of $A$ such that $p_{n} \rightarrow p$ as $n \rightarrow \infty$. Such a sequence exists according to Lemma 15.1. Since $\left\{p_{n}\right\}$ is a Cauchy sequence, it follows from Lemma 15.1, Part (c), that $\left\{f\left(p_{n}\right)\right\}$ is a Cauchy sequence. Since $S_{2}$ is complete, we define $f^{*}(p)$ to be the limit approached by the Cauchy sequence $\left\{f\left(p_{n}\right)\right\}$. We show $f^{*}$ is uniformly continuous. Let $\varepsilon>0$ be given. Since $f$ is uniformly continuous on $A$, there is a $\delta>0$ such that if $p^{\prime}, p^{\prime \prime} \in A$, then

$$
d_{2}\left(f^{*}\left(p^{\prime}\right), f^{*}\left(p^{\prime \prime}\right)\right)<\varepsilon / 3 \quad \text { whenever } \quad d_{1}\left(p^{\prime}, p^{\prime \prime}\right)<2 \delta
$$

Now let $q^{\prime}, q^{\prime \prime} \in \bar{A}$ with $d_{1}\left(q^{\prime}, q^{\prime \prime}\right)<\delta$. Let $\left\{p_{n}^{\prime}\right\},\left\{p_{n}^{\prime \prime}\right\}$ be the particular Cauchy sequences described above such that $p_{n}^{\prime} \rightarrow q^{\prime}, p_{n}^{\prime \prime} \rightarrow q^{\prime \prime}$ as $n \rightarrow \infty$ and $f^{*}\left(p_{n}^{\prime}\right) \rightarrow$ $f^{*}\left(q^{\prime}\right), f^{*}\left(p_{n}^{\prime \prime}\right) \rightarrow f^{*}\left(q^{\prime \prime}\right)$. Then there is an integer $N>0$ such that for $n>N$, we have

$$
d_{1}\left(p_{n}^{\prime}, p_{n}^{\prime \prime}\right) \leqslant d_{1}\left(p_{n}^{\prime}, q^{\prime}\right)+d_{1}\left(q^{\prime}, q^{\prime \prime}\right)+d_{1}\left(q^{\prime \prime}, p_{n}^{\prime \prime}\right)<2 \delta,
$$

and

$$
d_{2}\left[f^{*}\left(p_{n}^{\prime}\right), f^{*}\left(p_{n}^{\prime \prime}\right)\right]<\varepsilon / 3 .
$$

Therefore, for $n$ sufficiently large, it follows that

$$
\begin{aligned}
d_{2}\left(f^{*}\left(q^{\prime}\right), f^{*}\left(q^{\prime \prime}\right)\right)< & d_{2}\left(f^{*}\left(q^{\prime}\right), f^{*}\left(p_{n}^{\prime}\right)\right)+d_{2}\left(f^{*}\left(p_{n}^{\prime}\right), f^{*}\left(p_{n}^{\prime \prime}\right)\right) \\
& +d_{2}\left(f^{*}\left(p_{n}^{\prime \prime}\right), f^{*}\left(q^{\prime \prime}\right)\right)<\varepsilon .
\end{aligned}
$$

Since $q^{\prime}$ and $q^{\prime \prime}$ are arbitrary elements of $\bar{A}$ which are closer together than $\delta$, the uniform continuity is established.

To show that $f^{*}$ is unique, let $f^{* *}$ be uniformly continuous on $\bar{A}$ with the property that $f^{* *}(p)=f(p)$ for $p \in A$. Let $p \in \bar{A}-A$ and suppose that $\left\{p_{n}\right\}$ is any sequence in $A$ such that $p_{n} \rightarrow p$ as $n \rightarrow \infty$. Then

$$
f^{* *}(p)=\lim _{n \rightarrow \infty} f^{* *}\left(p_{n}\right)=\lim _{n \rightarrow \infty} f\left(p_{n}\right)=\lim _{n \rightarrow \infty} f^{*}\left(p_{n}\right)=f^{*}(p)
$$

Among the mappings of one metric space into another, those which leave distances unchanged are of particular importance. Let $f: S_{1} \rightarrow S_{2}$ be a mapping from the metric space $S_{1}$ into the metric space $S_{2}$. Then $f$ is an isometry if and only if $f$ is one-to-one and $d_{2}(f(p), f(q))=d_{1}(p, q)$ for all $p, q \in S_{1}$. Translations and rotations in Euclidean spaces are the simplest examples of isometries. More specifically, if $f(x)=x+c$ with $S_{1}=S_{2}=\mathbb{R}^{1}$ and $c$ a constant, then $f$ is clearly an isometry. Also, with $S_{1}=S_{2}=\mathbb{R}^{2}$, the rotation given by

$$
y_{1}=x_{1} \cos \theta+x_{2} \sin \theta, \quad y_{2}=-x_{1} \sin \theta+x_{2} \cos \theta
$$

for any fixed $\theta$, is an isometry. Geometrically, any mapping which is a "rigid motion" is an isometry.

Theorem 15.5. Let $S_{1}, S_{2}$ be metric spaces and suppose that $S_{1}$ is complete. Let $f: S_{1} \rightarrow S_{2}$ be an isometry. Then $f\left(S_{1}\right)$ considered as a metric space is complete.

Proof. Suppose $\left\{f\left(p_{n}\right)\right\}$ is a Cauchy sequence in $S_{2}$. Then because of the isometry, $\left\{p_{n}\right\}$ is a Cauchy sequence in $S_{1}$. Let $p$ be the limit of $\left\{p_{n}\right\}$. Since $f$ is defined on all of $S_{1}$, there is a point $q \in S_{2}$ such that $f(p)=q$. Then $f\left(p_{n}\right) \rightarrow q$ as $n \rightarrow \infty$ and so every Cauchy sequence in $f\left(S_{1}\right)$ has a limit in $f\left(S_{1}\right)$. That is, $f\left(S_{1}\right)$ is complete.

For many purposes it is desirable to deal with complete metric spaces. In the next theorems we show that any metric space $S$ can be embedded in a complete metric space $\bar{S}$ (Theorem 15.7). That is, we can adjoin certain points to $S$ so that every Cauchy sequence in the new space will have a limit. Also the distance functions in $\bar{S}$ will coincide with that of $S$ for all those points of $\bar{S}$ which are in $S$.

Definition. Let $S$ be a metric space with distance function $d$. Two Cauchy sequences $\left\{p_{n}\right\}$ and $\left\{q_{n}\right\}$ are equivalent if and only if $d\left(p_{n}, q_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. We write $\left\{p_{n}\right\} \approx\left\{q_{n}\right\}$ for such equivalent sequences.

The next theorem consists of elementary statements about equivalent Cauchy sequences.

Theorem 15.6. Let $\left\{p_{n}\right\}$ and $\left\{q_{n}\right\}$ be Cauchy sequences in a metric space $S$.
(a) The numbers $d\left(p_{n}, q_{n}\right)$ tend to a limit as $\mathrm{n} \rightarrow \infty$.
(b) If $\left\{p_{n}\right\} \approx\left\{q_{n}\right\}$ and $p_{n} \rightarrow p$ as $n \rightarrow \infty$, then $q_{n} \rightarrow p$ as $n \rightarrow \infty$.
(c) If $\left\{p_{n}^{\prime}\right\},\left\{q_{n}^{\prime}\right\}$ are Cauchy sequences and $\left\{p_{n}\right\} \approx\left\{p_{n}^{\prime}\right\},\left\{q_{n}\right\} \approx\left\{q_{n}^{\prime}\right\}$, then $\lim _{n \rightarrow \infty} d\left(p_{n}, q_{n}\right)=\lim _{n \rightarrow \infty} d\left(p_{n}^{\prime}, q_{n}^{\prime}\right)$.

Proof of (a). From the triangle inequality, we have

$$
d\left(p_{n}, q_{n}\right) \leqslant d\left(p_{n}, p_{m}\right)+d\left(p_{m}, q_{m}\right)+d\left(q_{m}, q_{n}\right)
$$

and, by interchanging $m$ and $n$, we find

$$
\left|d\left(p_{n}, q_{n}\right)-d\left(p_{m}, q_{m}\right)\right| \leqslant d\left(p_{n}, p_{m}\right)+d\left(q_{m}, q_{n}\right) .
$$

That is, $\left\{d\left(p_{n}, q_{n}\right)\right\}$ is a Cauchy sequence of real numbers. Therefore, it has a limit.

We leave the proofs of (b) and (c) to the reader.
Definition. Let $S$ be a metric space and suppose that $\left\{p_{n}\right\}$ is a Cauchy sequence which does not converge to an element in $S$. The class of all Cauchy sequences in $S$ which are equivalent to $\left\{p_{n}\right\}$ is called an ideal element of $S$.

For example, if $Q$ is the space of all rational numbers in $\mathbb{R}^{1}$ with the usual distance function, then all Cauchy sequences which tend to a specific irrational number would form an ideal element of $Q$. Actually, we identify the particular irrational number with this ideal class and, in fact, we may define an irrational number in this way. Let $S^{\prime}$ denote the set of all ideal elements of a metric space
$S$. We define the space $\bar{S}$ as the union of $S$ and $S^{\prime}$, and we shall show that $\bar{S}$ is a complete metric space. For this purpose the distance function $\bar{d}$ on $\bar{S}$ is defined in the following way. For points $p$ and $q$ in $S^{\prime}$ there are Cauchy sequences $\left\{p_{n}\right\},\left\{q_{n}\right\}$ in $S$ which are in the equivalence classes determining $p$ and $q$, respectively. These choices may be made arbitrarily in the definition of $\bar{d}$. Let

$$
\bar{d}(p, q)= \begin{cases}d(p, q) & \text { if } p, q \in S, \\ \lim _{n \rightarrow \infty} d\left(p, q_{n}\right) & \text { if } p \in S, q \in S^{\prime}, \\ \lim _{n \rightarrow \infty} d\left(p_{n}, q\right) & \text { if } p \in S^{\prime}, q \in S \\ \lim _{n \rightarrow \infty} d\left(p_{n}, q_{n}\right) & \text { if } \\ p, q \in S^{\prime} .\end{cases}
$$

It is a simple matter to verify that the space $\bar{S}$ with the distance function $\bar{d}$ is a metric space. We leave this verification to the reader. Also, we see at once that the mapping of $S$ into $\bar{S}$ which associates to each point of $S$ the same point, considered as a point of $\bar{S}$, is an isometry. Therefore an equivalence class of Cauchy sequences in $S$ which converges to a point in $S$ may be considered as an ideal element in $\bar{S}$ without loss of consistency.

Theorem 15.7. The space $\bar{S}$ with distance $\bar{d}$ is a complete metric space.
Proof. Let $\left\{p_{n}\right\}$ be a Cauchy sequence in $\bar{S}$. We wish to show that there is a point $\bar{p} \in \bar{S}$ such that $\bar{d}\left(\bar{p}, p_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. For each $p_{n}$, there is, by definition, a Cauchy sequence in $S$, denoted $\left\{q_{k n}\right\}$, such that $\bar{d}\left(p_{n}, q_{k n}\right) \rightarrow 0$ as $k \rightarrow \infty$. Let $\varepsilon_{n}>0$ be a sequence tending to 0 as $n \rightarrow \infty$. From the double sequence $\left\{q_{k n}\right\}$ we can extract a subsequence $q_{n}^{\prime}$ such that $\bar{d}\left(p_{n}, q_{n}^{\prime}\right)<\varepsilon_{n}$ for all $n$. From the triangle inequality, it follows that

$$
\begin{equation*}
\bar{d}\left(q_{n}^{\prime}, q_{m}^{\prime}\right) \leqslant \bar{d}\left(q_{n}^{\prime}, p_{n}\right)+\bar{d}\left(p_{n}, p_{m}\right)+\bar{d}\left(p_{m}, q_{m}^{\prime}\right) \tag{15.2}
\end{equation*}
$$

Since $\left\{p_{n}\right\}$ is a Cauchy sequence, given $\varepsilon>0$, there is an $N>0$ such that $\bar{d}\left(p_{n}, p_{m}\right)<\varepsilon$ for $m, n>N$. We choose $m$ and $n$ so large that $\varepsilon_{n}, \varepsilon_{m}<\varepsilon$. Thus (15.2) shows that $\left\{q_{n}^{\prime}\right\}$ is a Cauchy sequence in $S$. Let $\bar{p}$ be the corresponding ideal element in $\bar{S}$. Since

$$
\bar{d}\left(\bar{p}, p_{n}\right) \leqslant \bar{d}\left(\bar{p}, q_{n}^{\prime}\right)+\bar{d}\left(q_{n}^{\prime}, p_{n}\right)<2 \varepsilon \text { for } n>N
$$

we conclude that $p_{n} \rightarrow \bar{p}$ as $n \rightarrow \infty$. That is, $\bar{S}$ is complete.

## Problems

1. Let $S$ be a metric space and $C(S)$ the collection of all bounded, continuous functions on $S$. Show that

$$
d(f, g)=\sup _{x \in S}|f(x)-g(x)|
$$

is a metric. Let $M(S)$ be the totality of bounded functions on $S$. Is $M(S)$ with the above metric a metric space?
2. Let $x=\left(a_{1}, a_{2}, \ldots, a_{n}, \ldots\right)$ and $y=\left(b_{1}, b_{2}, \ldots, b_{n}, \ldots\right)$ where $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are bounded sequences of real numbers. Define

$$
d(x, y)=\sup _{n}\left|a_{n}-b_{n}\right| .
$$

Show that the space $S$ consisting of the totality of such bounded sequences with the distance defined above is a metric space. Is the metric space complete?
3. Let $A$ be the set of irrational numbers on the interval $I=\{x: 0 \leqslant x \leqslant 1\}$. Show that $A$ is of the second category with respect to $\mathbb{R}^{1}$.
4. Let $P(x)=a_{n} x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0}$ be a polynomial with integer coefficients. Let $A$ be the set of all roots of all such polynomials for $n=1,2, \ldots$ and with all possible integer coefficients. Show that $A$ is of category 1 in the complex plane. (The metric in $\mathbb{C}$, the complex plane, is $d\left(z_{1}, z_{2}\right)=\left|z_{1}-z_{2}\right|=\left[\left(x_{1}-x_{2}\right)^{2}+\right.$ $\left.\left(y_{1}-y_{2}\right)^{2}\right]^{1 / 2}$ where $z_{1}=x_{1}+i y_{1}, z_{2}=x_{2}+i y_{2}$.)
5. Let $I=\{x: 0 \leqslant x \leqslant 1\}$ be the unit interval in $\mathbb{R}^{1}$ and let every $x \in I$ be represented in a ternary expansion:

$$
x=0 \cdot a_{1} a_{2} a_{3}, \ldots,
$$

where each $a_{i}$ has the value 0,1 , or 2 . Let $A$ be the subset of $I$ such that every point of $A$ has only zeros or twos in its expansion.
(a) Show that $A$ is an uncountable set.
(b) Show that $A$ is nowhere dense in $I$.
6. Write a detailed proof of the Baire category theorem (Theorem 15.3).
7. Let $I=\{x: 0 \leqslant x \leqslant 1\}$ be the unit interval with the metric of $\mathbb{R}^{1}$. Find a set $A$ in $I$ and a continuous mapping $f: A \rightarrow \mathbb{R}^{1}$ such that the mapping cannot be extended to be continuous from $\bar{A}$ into $\mathbb{R}^{1}$. That is, show that in Theorem 15.4 the hypothesis that $f$ is uniformly continuous cannot be dropped.
8. Let $S_{1}, S_{2}$ be metric spaces and suppose that $f: S_{1} \rightarrow S_{2}$ is an isometry. Suppose that $S_{2}$ is complete. Is the space $f\left(S_{1}\right)$ complete? Justify your statement.
9. Prove Parts (b) and (c) of Theorem 15.6.
10. Verify that the function $\bar{d}$ defined before Theorem 15.7 is a metric and hence that $\bar{S}$ is a metric space.
11. Prove that the mapping of $\mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ given by

$$
\begin{aligned}
& y_{1}=x_{1} \cos \theta+x_{2} \sin \theta, \\
& y_{2}=-x_{1} \sin \theta+x_{2} \cos \theta,
\end{aligned}
$$

is an isometry.

### 15.2. Convex Sets and Convex Functions

The geometric developments in this section will be established for sets in an N -dimensional space. Unless otherwise noted, we shall suppose throughout


Figure 15.1
that all sets are contained in $\mathbb{R}^{N}$. However, many of the results given here are valid if $\mathbb{R}^{N}$ is replaced by an arbitrary linear space.

Definition. A set $S$ in $\mathbb{R}^{N}$ is convex if and only if every point on the straight line segment $\overline{p_{1} p_{2}}$ is in $S$ whenever $p_{1}$ and $p_{2}$ are in $S$ (see Figure 15.1).

Theorem 15.8. The intersection of any family of convex sets is a convex set.
We leave to the reader the proof of this simple fact.
Theorem 15.9. If $S$ is a convex set, then $\bar{S}$ is convex.
Proof. Let $p, q \in \bar{S}$. Then there is a sequence $\left\{p_{n}\right\}$ such that $p_{n} \in S$ and $p_{n} \rightarrow p$. Similarly, there is a sequence $\left\{q_{n}\right\}$ in $S$ with $q_{n} \rightarrow q$. Since $S$ is convex, all the segments $\overline{p_{n} q_{n}}$ are in $S$. Any point $r_{n}$ on the line segment $\overline{p_{n} q_{n}}$ has the form

$$
r_{n}=\lambda p_{n}+(1-\lambda) q_{n}, \quad 0 \leqslant \lambda \leqslant 1 .
$$

That is, if $p_{n}, q_{n}$ have coordinates $x_{i}^{n}, y_{i}^{n}, i=1,2, \ldots, N$, respectively, then $r_{n}$ has coordinates $\lambda x_{i}^{n}+(1-\lambda) y_{i}^{n}, i=1,2, \ldots, N$. As $n \rightarrow \infty$, the sequence $\left\{r_{n}\right\}$ tends to $\lambda p+(1-\lambda) q$ which is a point on $\overline{p q}$. Consequently, $\overline{p q}$ must be in $\bar{S}$.

Theorem 15.10. Suppose that $S$ is a convex set and $p_{1}, p_{2}, \ldots, p_{k} \in S$. Let $\lambda_{1}$, $\lambda_{2}, \ldots, \lambda_{k}$ be nonnegative real numbers with $\lambda_{1}+\lambda_{2}+\cdots+\lambda_{k}=1$. Then the point $\lambda_{1} p_{1}+\lambda_{2} p_{2}+\cdots+\lambda_{k} p_{k}$ is in $S$.

Proof. For two points, $p_{1}$ and $p_{2}$, the theorem is merely the definition of convexity. We proceed by induction. Assume the result holds for $k-1$ points. We wish to show that it holds for $k$ points. Hence for $\mu_{i} \geqslant 0, i=1,2, \ldots, k-1$ and $\mu_{1}+\cdots+\mu_{k-1}=1$, we have $\sum_{i=1}^{k-1} \mu_{i} p_{i} \in S$. Therefore, by definition,

$$
\left(1-\lambda_{k}\right)\left(\mu_{1} p_{1}+\cdots+\mu_{k-1} p_{k-1}\right)+\lambda_{k} p_{k} \in S
$$

Choosing $\mu_{i}=\lambda_{i} /\left(1-\lambda_{k}\right), i=1,2, \ldots, k-1$, we obtain the result for $k$ points.

Definitions. Let a point $x$ in $\mathbb{R}^{N}$ have coordinates $x_{1}, x_{2}, \ldots, x_{N}$. Then a hyperplane in $\mathbb{R}^{N}$ is the graph of an equation of the form

$$
\sum_{i=1}^{N} a_{i} x_{i}+b=0
$$

where the $a_{i}, b$ are real numbers and not all the $a_{i}$ are zero. By dividing the above equation by $\left(\sum_{i=1}^{N} a_{i}^{2}\right)^{1 / 2}$ we may assume without loss of generality that $a_{1}^{2}+\cdots+a_{N}^{2}=1$. Note that a hyperplane is a line if $N=2$ and an ordinary plane if $N=3$. A line $l$ in $\mathbb{R}^{N}$ is the graph of the system of $N$ equations

$$
\begin{equation*}
l=\left\{x: x_{i}=x_{i}^{0}+\lambda_{i} t, i=1,2, \ldots, N,-\infty<t<\infty\right\} \tag{15.3}
\end{equation*}
$$

in which $x^{0}=\left(x_{1}^{0}, \ldots, x_{N}^{0}\right)$ is a fixed point and the quantities $\lambda_{1}, \ldots, \lambda_{N}$ (not all zero) are called the direction numbers of $l$. The real parameter $t$ varies throughout $\mathbb{R}^{1}$. If we replace $t$ by $t /\left(\lambda_{1}^{2}+\cdots+\lambda_{N}^{2}\right)^{1 / 2}$ we may, without loss of generality assume that $\lambda_{1}^{2}+\cdots+\lambda_{N}^{2}=1$, in which case we call the $\lambda_{i}$ the direction cosines of $l$. The equation of the hyperplane perpendicular to the line $l$ given by (15.3) and passing through the point $x^{1}=\left(x_{1}^{1}, x_{2}^{1}, \ldots, x_{N}^{1}\right)$ is

$$
\begin{equation*}
\sum_{i=1}^{N} \lambda_{i}\left(x_{i}-x_{i}^{1}\right)=0 . \tag{15.4}
\end{equation*}
$$

Let $A$ be any set in a metric space $S$. Then we recall that $p$ is an interior point of $A$ if there is a ball $B$ in $S$ with $p$ as center which is contained in $A$.

Theorem 15.11. Let $S$ be a convex set in $\mathbb{R}^{N}$ which has no interior points. Then there is a hyperplane $H$ which contains $S$.

Proof. Suppose that $S$ does not lie in a hyperplane. Then there are $N+1$ points of $S$ which are contained in no hyperplane. Let these points be denoted $O, x^{1}, x^{2}, \ldots, x^{N}$ where $O$ is the origin of the coordinate system. Then the vectors from $O$ to $x^{i}, i=1,2, \ldots, N$ are linearly independent. Since $S$ is convex, every point $\lambda_{1} x^{1}+\cdots+\lambda_{N} x^{N}$ is in $S$ where $0 \leqslant \lambda_{i} \leqslant 1$ and $\lambda_{1}+\lambda_{2}+\cdots+$ $\lambda_{N} \leqslant 1$. Choose

$$
\begin{equation*}
\bar{x}=\bar{\lambda}_{1} x^{1}+\bar{\lambda}_{2} x^{2}+\cdots+\bar{\lambda}_{N} x^{N} . \tag{15.5}
\end{equation*}
$$

with $0<\bar{\lambda}_{i}<1$ for every $i$ and $\bar{\lambda}_{1}+\bar{\lambda}_{2}+\cdots+\bar{\lambda}_{N}<1$. Then $\bar{x}$ is in $S$ and every point near $\bar{x}$ has the same representation with $\lambda_{i}$ near $\bar{\lambda}_{i}$ for every $i$. That is, $S$ contains a ball with $\bar{x}$ as center and sufficiently small radius. Thus $\bar{x}$ is an interior point. We conclude that if $S$ has no interior points, it must lie in a hyperplane.

Theorem 15.12. Let $S$ be a convex set in $\mathbb{R}^{N}$ which is not the entire space. Let $S^{(0)}$ denote the set of interior points of $S$. Then for each point $x^{0} \in \bar{S}-S^{(0)}$ there is a hyperplane $H$ through $x_{0}$ such that $S$ is in one of the two half-spaces bounded by H (see Figure 15.2).


Figure 15.2. $S$ is on one side of the hyperplane $H$.

Proof. Consider $x^{0} \in \bar{S}-S^{(0)}$. Since $S$ is not the entire space, there is a sequence of points $\left\{x^{m}\right\}$ such that $x^{m} \in \mathbb{R}^{N}-\bar{S}$ and $x^{m} \rightarrow x^{0}$ as $m \rightarrow \infty$. Since $\bar{S}$ is a closed set, for each $x^{m}$ there is a point $y^{m} \in \bar{S}$ such that $x^{m}$ is at least as close to $y^{m}$ as it is to any other point of $\bar{S}$. In fact, $y^{m}=\inf _{y \in S} d\left(y, x^{m}\right)$, where $d$ is distance in $\mathbb{R}^{N}$ (see Figure 15.3). Denote by $H_{m}$ the hyperplane perpendicular to the line segment $\overline{x^{m} y^{m}}$ and which passes through $x^{m}$. If $\lambda_{m 1}, \lambda_{m 2}$, $\ldots, \lambda_{m N}$ are the direction cosines of the line through $x^{m}$ and $y^{m}$, then the equation of $H_{m}$ is given by

$$
\begin{equation*}
H_{m}=\left\{x: \sum_{i=1}^{N} \lambda_{m i}\left(x_{i}-x_{i}^{m}\right)=0\right\} \tag{15.6}
\end{equation*}
$$

where $x^{m}$ has coordinates $x_{1}^{m}, x_{2}^{m}, \ldots, x_{N}^{m}$. Suppose there is a point $z^{m} \in S$ on the opposite side of $H_{m}$ from $y^{m}$. By convexity, the entire segment $y^{m} z^{m}$ is in $S$ and in such a case $y^{m}$ is not the closest point of $\bar{S}$ to $x^{m}$. Hence there is no such point $z^{m}$, and $\bar{S}$ is contained in the half space

$$
\begin{equation*}
P_{m}=\left\{x: \sum_{i=1}^{N} \lambda_{m i}\left(x_{i}-x_{i}^{m}\right) \geqslant 0\right\} . \tag{15.7}
\end{equation*}
$$



Figure 15.3. $H_{m}$ is perpendicular to the line segment $\overline{x^{m} y^{m}}$.

Since $x^{m} \rightarrow x^{0}$, there is a subsequence $x^{m_{k}} \rightarrow x^{0}$ such that $\lambda_{m_{k} i} \rightarrow \lambda_{0 i}, i=1,2$, $\ldots, N$, as $m_{k} \rightarrow \infty$. Of course $\lambda_{01}^{2}+\cdots+\lambda_{0 N}^{2}=1$, and we form the hyperplane through $x^{0}$ :

$$
H=\left\{x: \sum_{i=1}^{N} \lambda_{0 i}\left(x_{i}-x_{i}^{0}\right)=0\right\} .
$$

The hyperplanes $H_{k_{m}}$ tend to $H$ and since $\bar{S} \subset P_{k_{m}}$, we have in the limit

$$
\bar{S} \subset P_{0}=\left\{x: \sum_{i=1}^{N} \lambda_{0 i}\left(x_{i}-x_{i}^{0}\right) \geqslant 0\right\} .
$$

We now study functions from $\mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ and, in particular, those functions which have certain convexity properties. We shall show (Theorem 15.17 below) that a convex function is necessarily continuous at interior points of its domain.

Definition. Let $S$ be a convex set in $\mathbb{R}^{N}$ and let $f: S \rightarrow \mathbb{R}^{1}$ be a real-valued function. We say that $f$ is $a$ convex function on $S$ if and only if

$$
f\left[\lambda x^{1}+(1-\lambda) x^{2}\right] \leqslant \lambda f\left(x^{1}\right)+(1-\lambda) f\left(x^{2}\right)
$$

for all $x^{1}, x^{2} \in S$ and for all $\lambda$ such that $0 \leqslant \lambda \leqslant 1$. Note that convex functions are not defined if the domain is not a convex set.

Theorem 15.13. Let $S$ be a convex set in $\mathbb{R}^{N}$ and suppose $f: S \rightarrow \mathbb{R}^{1}$ is convex. Then the set $G=\left\{(x, y): x \in S, y \in \mathbb{R}^{1}, y \geqslant f(x)\right\}$ is a convex set in $\mathbb{R}^{N+1}$. Conversely, if $S$ and $G$ are convex, then $f$ is a convex function.

The proof is a direct consequence of the definition of convex set and convex function, and we leave the details to the reader (see Figure 15.4). The set $G$ is usually called the epigraph of the function $f$.

The next three theorems describe simple properties of convex functions, ones which are useful not only in the proof of the continuity properties of convex functions but also in the applications given in Chapter 16.

Theorem 15.14. Let $\mathscr{F}=\{f\}$ be a family of convex real-valued functions defined on a convex set $S$ in $\mathbb{R}^{N}$. Suppose there is a function $g: S \rightarrow \mathbb{R}^{1}$ such that $f(x) \leqslant g(x)$ for all $x \in S$ and all $f \in \mathscr{F}$. Define

$$
F(x)=\sup _{f \in \mathscr{F}} f(x) .
$$

Then $F$ is a convex function on $S$.
Proof. Let $\varepsilon>0$ be given and suppose that $x^{1}, x^{2}$ are any points of $S$. From the definition of supremum there is a function $f \in \mathscr{F}$ such that
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$$
\left.\begin{array}{l}
F\left[\lambda x^{1}+(1-\lambda) x^{2}\right]<f\left[\lambda x^{1}+(1-\lambda) x^{2}\right]+\varepsilon . \text { Since } f \text { is convex, we have } \\
F\left[\lambda x^{1}+(1-\lambda) x^{2}\right]
\end{array}<f\left[\lambda x^{1}+(1-\lambda) x^{2}\right]+\varepsilon\right] \text { } \begin{aligned}
& \leqslant \lambda f\left(x^{1}\right)+(1-\lambda) f\left(x^{2}\right)+\varepsilon \\
& \leqslant \lambda F\left(x^{1}\right)+(1-\lambda) F\left(x^{2}\right)+\varepsilon, \quad 0 \leqslant \lambda \leqslant 1 .
\end{aligned}
$$

The result follows because $\varepsilon$ is arbitrary.
Theorem 15.15. Let $S$ be a convex set in $\mathbb{R}^{N}$. Suppose that $x^{1}, x^{2}, \ldots, x^{m}$ are points of $S$ and $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}$ are nonnegative numbers with $\lambda_{1}+\lambda_{2}+\cdots+$ $\lambda_{m}=1$. If $f: S \rightarrow \mathbb{R}^{1}$ is convex on $S$, then

$$
f\left(\lambda_{1} x^{1}+\cdots+\lambda_{m} x^{m}\right) \leqslant \lambda_{1} f\left(x^{1}\right)+\cdots+\lambda_{m} f\left(x^{m}\right)
$$

Proof. We proceed by induction (see the proof of Theorem 15.10). For $m=2$, the result is the statement of convexity of $f$. Suppose the result holds for $k=m-1$. We show that it holds for $k=m$. By the induction hypothesis it follows that

$$
f\left(\mu_{1} x^{1}+\cdots+\mu_{m-1} x^{m-1}\right) \leqslant \mu_{1} f\left(x^{1}\right)+\cdots+\mu_{m-1} f\left(x^{m-1}\right)
$$

where $\mu_{i} \geqslant 0, \mu_{1}+\cdots+\mu_{m-1}=1$. Choose $\mu_{i}=\lambda_{i} /\left(1-\lambda_{m}\right), i=1,2, \ldots$, $m-1$. Then

$$
\begin{aligned}
& f\left(\lambda_{1} x^{1}+\cdots+\lambda_{m} x^{m}\right) \\
& \quad=f\left[\left(1-\lambda_{m}\right)\left(\mu_{1} x^{1}+\cdots+\mu_{m-1} x^{m-1}\right)+\lambda_{m} x^{m}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \leqslant\left(1-\lambda_{m}\right) f\left(\mu_{1} x^{1}+\cdots+\mu_{m-1} x^{m-1}\right)+\lambda_{m} f\left(x^{m}\right) \\
& \leqslant\left(1-\lambda_{m}\right)\left[\mu_{1} f\left(x^{1}\right)+\cdots+\mu_{m-1} f\left(x^{m-1}\right)\right]+\lambda_{m} f\left(x^{m}\right) \\
& \leqslant \lambda_{1} f\left(x^{1}\right)+\cdots+\lambda_{m-1} f\left(x^{m-1}\right)+\lambda_{m} f\left(x^{m}\right),
\end{aligned}
$$

and the induction is established.

In some sense linear functions are the simplest convex functions. The next theorem establishes this fact.

Theorem 15.16. Let $S$ be a convex set in $\mathbb{R}^{N}$. Let $A=\left(a_{i j}\right)$ be an $N \times N$ matrix and $b=\left(b_{1}, b_{2}, \ldots, b_{N}\right)$ a vector. Define the linear transformation $T: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ by $y=A x+b$. Then
(i) The set $S^{\prime}=T(S)$ is a convex set in $\mathbb{R}^{N}$.
(ii) If $f: S \rightarrow \mathbb{R}^{1}$ is a convex function and if $A$ is nonsingular, then the function $g: S^{\prime} \rightarrow \mathbb{R}^{1}$ defined by $g(y)=f(x)=f\left[A^{-1}(y-b)\right]$ is a convex function.
(iii) Any linear function $y=A_{1} x+b$ is convex on any convex domain.

## Proof

(i) Let $x^{1}, x^{2} \in S$. Then $\lambda x^{1}+(1-\lambda) x^{2} \in S$ for $0 \leqslant \lambda \leqslant 1$. Because $T$ is linear, we have

$$
T\left(\lambda x^{1}+(1-\lambda) x^{2}\right)=\lambda T\left(x^{1}\right)+(1-\lambda) T\left(x^{2}\right) .
$$

These equalities also establish (iii).
(ii) Let $y^{1}, y^{2} \in S^{\prime}$. Then, by definition,

$$
g\left(\lambda y^{1}+(1-\lambda) y^{2}\right)=f\left[\lambda A^{-1}\left(y^{1}-b\right)+(1-\lambda) A^{-1}\left(y^{2}-b\right)\right] .
$$

Since $f$ is convex, we find

$$
\begin{aligned}
g\left(\lambda y^{1}+(1-\lambda) y^{2}\right) & \leqslant \lambda f\left[A^{-1}\left(y^{1}-b\right)\right]+(1-\lambda) f\left[A^{-1}\left(y^{2}-b\right)\right] \\
& =\lambda g\left(y^{1}\right)+(1-\lambda) g\left(y^{2}\right) .
\end{aligned}
$$

Lemma 15.2. Let $I=\{x: a \leqslant x \leqslant b\}$ be any interval and $f: I \rightarrow \mathbb{R}^{1}$ a convex function on I. Let $x^{0}$ be given with $a<x^{0}<b$ and define

$$
m=\frac{f\left(x^{0}\right)-f(a)}{x^{0}-a}, \quad l(x)=f(a)+m(x-a), \quad x \in I .
$$

Then $f(x) \geqslant l(x)$ for $x^{0} \leqslant x \leqslant b$.

Proof. The result is obvious geometrically. The linear function $l(x)$ is below $f$ for $x^{0} \leqslant x \leqslant b$ (Figure 15.5). For the actual proof, observe first that $f\left(x^{0}\right)=$ $l\left(x^{0}\right)$. Let $x$ be such that $x^{0} \leqslant x \leqslant b$. Then from the convexity of $f$, we find

$$
f\left(x^{0}\right) \leqslant(1-\lambda) f(a)+\lambda f(x) .
$$



Figure 15.5

Choose $\lambda=\left(x^{0}-a\right) /(x-a)$. Then $1-\lambda=\left(x-x^{0}\right) /(x-a)$ and

$$
\begin{aligned}
f(x) & \geqslant \frac{1}{\lambda}\left[f\left(x^{0}\right)-(1-\lambda) f(a)\right] \\
& =f(a)+\frac{f\left(x^{0}\right)-f(a)}{x^{0}-a}(x-a)=l(x) .
\end{aligned}
$$

The next technical lemma is essential for the proof that a convex function is smooth at interior points of its domain.

Lemma 15.3. Let $I=\left\{x: x^{1} \leqslant x \leqslant x^{4}\right\}$ be an interval and suppose that $f: I \rightarrow$ $\mathbb{R}^{1}$ is a convex function on I. Let $x^{2}, x^{3}$ be such that $x^{1}<x^{2}<x^{3}<x^{4}$ and define

$$
m_{i j}=\frac{f\left(x^{i}\right)-f\left(x^{j}\right)}{x^{i}-x^{j}}, \quad i, j=1,2,3,4, \quad i \neq j
$$

Suppose that $|f(x)| \leqslant M$ on I and let $\delta>0$ be given such that $x^{1}+\delta \leqslant x^{2}<$ $x^{3} \leqslant x^{4}-\delta$. Then
(i) $m_{12} \leqslant m_{23} \leqslant m_{34}$.
(ii) $\left|f\left(x^{3}\right)-f\left(x^{2}\right)\right| \leqslant \frac{2 M}{\delta}\left|x^{3}-x^{2}\right|$.

Proof. The geometric interpretation of $(\mathbf{i})$ is shown in Figure 15.6, where $m_{i j}$ is the slope of the line through ( $x^{i}, f\left(x^{i}\right)$ ) and ( $x^{j}, f\left(x^{j}\right)$ ). Because of the convexity of $f$, the line segment through $x^{2}$ and $x^{3}$ lies above the graph of $f$ between $x^{2}$ and $x^{3}$. That is,

$$
\begin{equation*}
f\left(x^{2}\right)+m_{23}\left(x-x^{2}\right) \geqslant f(x) \text { for } x^{2} \leqslant x \leqslant x^{3} . \tag{15.10}
\end{equation*}
$$

Also, by Lemma 15.2 with $x^{1}=a, x^{2}=x^{0}$, we have

$$
\begin{equation*}
f(x) \geqslant f\left(x^{1}\right)+m_{12}\left(x-x^{1}\right) \text { for } x \geqslant x^{2} . \tag{15.11}
\end{equation*}
$$



Figure 15.6

Combining (15.10) and (15.11) we find

$$
f\left(x^{2}\right)+m_{23}\left(x-x^{2}\right) \geqslant f\left(x^{1}\right)+m_{12}\left(x-x^{1}\right), \quad x^{2} \leqslant x \leqslant x^{3},
$$

or

$$
m_{23}\left(x-x^{2}\right) \geqslant m_{12}\left(x-x^{1}\right)-m_{12}\left(x^{2}-x^{1}\right)=m_{12}\left(x-x^{2}\right) .
$$

That is, $m_{23} \geqslant m_{12}$. The proof that $m_{34} \geqslant m_{23}$ is the same. To establish (ii), observe that

$$
m_{34} \leqslant \frac{\left|f\left(x^{4}\right)-f\left(x^{3}\right)\right|}{\left|x^{4}-x^{3}\right|} \leqslant \frac{\left|f\left(x^{4}\right)\right|+\left|f\left(x^{3}\right)\right|}{\left|x^{4}-x^{3}\right|} \leqslant \frac{2 M}{\delta} .
$$

Similarly, $m_{12} \geqslant-2 M / \delta$. Hence we find

$$
-\frac{2 M}{\delta}<m_{12} \leqslant m_{23} \leqslant m_{34} \leqslant \frac{2 M}{\delta} \quad \text { and } \quad\left|m_{23}\right| \leqslant \frac{2 M}{\delta},
$$

or

$$
\left|f\left(x^{3}\right)-f\left(x^{2}\right)\right| \leqslant \frac{2 M}{\delta}\left|x^{3}-x^{2}\right|
$$

Remark. Part (ii) of Lemma 15.3 shows that a convex function of one variable is continuous at every interior point of its interval of definition. Moreover, it satisfies a Lipschitz condition on every closed subinterval of the interior of its domain. In Theorem 15.17 we extend this result to functions defined on convex sets in $\mathbb{R}^{N}$.

Definitions. We denote by $Q_{N}=\left\{x:-1 \leqslant x_{i} \leqslant 1, i=1,2, \ldots, N\right\}$ a hypercube of side length 2 in $\mathbb{R}^{N}$. A point $\xi$ in $\mathbb{R}^{N}$ with coordinates $\xi_{1}, \xi_{2}, \ldots, \xi_{N}$ is called a lattice point of $Q_{N}$ if every $\xi_{i}$ has one of the values 0,1 , or -1 . Thus the origin is a lattice point as are, for example, the points $(1,0,0, \ldots, 0)$ and $(0$, $-1,0,1,0,0, \ldots, 0)$. A hypercube is clearly a convex set.

Lemma 15.4. Suppose that $f: Q_{N} \rightarrow \mathbb{R}^{1}$ is a convex function. Let $M_{0}=$ $\max |f(\xi)|$ for all lattice points $\xi \in Q_{N}$. Then $|f(x)| \leqslant M$ for all $x \in Q_{N}$ where $M=3^{N} M_{0}$.

Proof. We proceed by induction on $N$. For $N=1$, we note that $Q_{1}$ is the interval $I=\{x:-1 \leqslant x \leqslant 1\}$. We first apply Lemma 15.2 with $a=-1$ and $x^{0}=0$. Then

$$
f(-1)+[f(0)-f(-1)](x+1) \leqslant f(x) \quad \text { for } \quad 0 \leqslant x \leqslant 1 .
$$

Also, since $f$ is convex we have $f(x) \leqslant(1-x) f(0)+x f(1)$ for $0 \leqslant x \leqslant 1$. Set $M_{0}=\max [|f(-1)|,|f(0)|,|f(1)|]$. Then for $0 \leqslant x \leqslant 1$, it follows that $f(x)$ is between the maximum of $f(0)$ and $f(1)$ and the minimum of $f(0)$ and $2 f(0)$ -$f(-1)$. That is, $|f(x)| \leqslant 3 M_{0}$. The function $g(y)=f(-x)$ yields to the same treatment for $0 \leqslant y \leqslant 1$, and we conclude that $|f(x)| \leqslant 3 M_{0}$ for $-1 \leqslant x \leqslant 1$.

Suppose now that the theorem is true for $N=k$; we wish to establish the result for $k+1$. Let $f$ be convex on $Q_{k+1}$. Define $\varphi_{i}\left(x_{1}, x_{2}, \ldots, x_{k}\right)=f\left(x_{1}, x_{2}\right.$, $\left.\ldots, x_{k}, i\right)$ for $i=-1,0,1$. Since $\varphi_{i}$ is convex on $Q_{k}$ it follows from the induction hypothesis that

$$
\begin{equation*}
\left|f\left(x_{1}, x_{2}, \ldots, x_{k}, i\right)\right| \leqslant 3^{k} \max _{\xi}\left|f\left(\xi_{1}, \xi_{2}, \ldots, \xi_{k}, i\right)\right| \tag{15.12}
\end{equation*}
$$

where the maximum is taken over all lattice points $\xi \in Q_{k}$. Now the function $f\left(x_{1}, x_{2}, \ldots, x_{k+1}\right)$ is a convex function of $x_{k+1}$ for each fixed $x_{1}, x_{2}, \ldots$, $x_{k} \in Q_{k}$. We use the result for $N=1$ and Inequality (15.12) to obtain

$$
\left|f\left(x_{1}, x_{2}, \ldots, x_{k+1}\right)\right| \leqslant 3^{k} \cdot 3 M_{0}
$$

The next theorem establishes the fact that convex functions are continuous at interior points of their domain of definition. Inequality (15.13) shows that such functions satisfy a Lipschitz condition.

Theorem 15.17. Let $S$ be a convex set in $\mathbb{R}^{N}$ and suppose that $f: S \rightarrow \mathbb{R}^{1}$ is a convex function. Then $f$ is continuous on $S^{(0)}$, the interior of $S$. Furthermore, if $|f(x)| \leqslant M$ on $S$, then

$$
\begin{equation*}
\left|f\left(x^{1}\right)-f\left(x^{2}\right)\right| \leqslant \frac{2 M}{\delta}\left|x^{1}-x^{2}\right| \tag{15.13}
\end{equation*}
$$

where $x^{1}, x^{2}$ are such that the balls $B\left(x^{1}, \delta\right)$ and $B\left(x^{2}, \delta\right)$ are in $S$.
Proof. Suppose that the interior of $S$ is not empty. Let $x^{0} \in S^{(0)}$. Then $x^{0}$ is the center of a hypercube contained in $S^{(0)}$ (Theorem 15.11). Consequently, according to Lemma 15.4 , there is a smaller hypercube with $x^{0}$ as center on which $f$ is bounded. We conclude that $f$ is bounded on any compact subset $K$ of $S^{(0)}$.

We first establish Inequality (15.13). Suppose that $|f(x)| \leqslant M$ on $S$ and let $x^{1}, x^{2}$ be interior points with $B\left(x^{1}, \delta\right), B\left(x^{2}, \delta\right)$ in $S$. Let $L$ be the line passing
through $x^{1}$ and $x^{2}$. Then the intersection $l=L \cap S$ is a line segment (convex set). With $\bar{x}$ any point on $l$, and using the notation $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)$, we may write the parametric equations of $l$ in the form

$$
x=\bar{x}+\lambda t, \quad \lambda_{1}^{2}+\lambda_{2}^{2}+\cdots+\lambda_{N}^{2}=1 .
$$

If $t_{1}$ corresponds to $x^{1}$ and $t_{2}$ to $x^{2}$, then all $t$ such that $t_{1}-\delta<t<t_{2}+\delta$ correspond to points of $l$, that is, to interior points of $S$. We define

$$
\varphi(t)=f(\bar{x}+\lambda t), \quad t_{1}-\delta<t<t_{2}+\delta
$$

Then $|\varphi(t)| \leqslant M$ on its domain. We apply Inequality (15.9) of Lemma 15.3 to obtain

$$
\left|f\left(x^{2}\right)-f\left(x^{1}\right)\right|=\left|\varphi\left(t_{2}\right)-\varphi\left(t_{1}\right)\right| \leqslant \frac{2 M}{\delta}\left|t_{2}-t_{1}\right|=\frac{2 M}{\delta}\left|x^{2}-x^{1}\right| .
$$

Since $f$ is bounded on any compact subset of $S^{(0)}$, we now employ (15.13) and conclude that $f$ is continuous at each interior point of $S$. In fact, $f$ satisfies a Lipschitz condition at each interior point.

Remark. Convex functions may be discontinuous at boundary points. To see this, with $I=\{x: 0 \leqslant x \leqslant 1\}$, define $f: I \rightarrow \mathbb{R}^{1}$ so that $f(x)=x, 0<x<1$, $f(0)=1, f(1)=2$. Then $f$ is convex on $I$ and discontinuous for $x=0,1$.

If a convex function is differentiable at interior points, then we can obtain more specific information about hyperplanes of support of such a function. The next theorem gives the precise results.

Theorem 15.18. Let $S$ be a convex set in $\mathbb{R}^{N}$ and suppose that $f: S \rightarrow \mathbb{R}^{1}$ is convex. Let $x^{0}$ be an interior point of $S$.
(i) Then there are real numbers $a_{1}, a_{2}, \ldots, a_{N}$ such that

$$
f(x) \geqslant f\left(x^{0}\right)+\sum_{i=1}^{N} a_{i}\left(x_{i}-x_{i}^{0}\right), x \in S .
$$

(ii) If $f \in C^{1}$ on $S^{(0)}$, then

$$
a_{i}=\left.\frac{\partial f}{\partial x_{i}}\right|_{x=x^{0}} .
$$

(iii) Iff $\in C^{2}$ on $S^{(0)}$, then the convexity of $f$ on $S^{(0)}$ is equivalent to the inequality

$$
\sum_{i, j=1}^{N}\left(\left.\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}\right|_{x=x^{0}}\right) \lambda_{i} \lambda_{j} \geqslant 0 \quad \text { for all } \lambda \in \mathbb{R}^{N} \text { and all } x^{0} \in S^{(0)} .
$$

## Proof

(i) Let $G$ be the set in $\mathbb{R}^{N+1}$ defined by $G=\left\{(x, y)\right.$ : $\left.x \in S, y \in \mathbb{R}^{1}, y \geqslant f(x)\right\}$. Then $G$ is a convex set and, setting $y^{0}=f\left(x^{0}\right)$, we see that $\left(x^{0}, y^{0}\right) \in \partial G$. Hence there is a hyperplane $H_{0}$ in $\mathbb{R}^{N+1}$ passing through $\left(x^{0}, y^{0}\right)$ with the
property that $G$ lies entirely on one side of $H_{0}$. Since $f$ is continuous, the point $\left(x^{0}, y^{0}+1\right)$ is an interior point of $G$. Thus $H_{0}$ is not a "vertical" hyperplane and therefore is of the form

$$
y=f\left(x^{0}\right)+\sum_{i=1}^{N} a_{i}\left(x_{i}-x_{i}^{0}\right) .
$$

The region $G$ is above $H_{0}$.
The proofs of (ii) and (iii) are obtained by expanding $f$ in a Taylor series with remainder and using the result obtained in Part (i). The details are left to the reader.

## Problems

1. Let $A$ and $B$ be convex, disjoint, closed, nonempty sets in $\mathbb{R}^{N}$. Show that $A \cup B$ can never be convex.
2. Show that every convex polygon in $\mathbb{R}^{2}$ is the intersection of a finite number of half-planes.
3. Show directly (without using Theorem 15.11) that if a convex set $S$ in $\mathbb{R}^{2}$ has three points which do not lie on a line, then $S$ must have interior points.
4. Let $f_{1}, f_{2}, \ldots, f_{p}$ be convex functions defined on a convex set $S$ in $\mathbb{R}^{N}$. Let $\alpha_{i} \geqslant 0$, $i=1,2, \ldots, p$ be given numbers. Show that $\sum_{i=1}^{p} \alpha_{i} f_{i}$ is a convex function. Give an example to show that the conclusion may be false if any $\alpha_{i}$ is negative.
*5. Let $S$ be a convex region in $\mathbb{R}^{2}$ with interior points and such that $\partial S$ has a unique tangent line at each point. Show that $S$ can be inscribed in a square.
5. Consider the family of conical regions in 3 -space which satisfy inequalities of the form $\left(\alpha x^{2}+\beta y^{2}\right)^{1 / 2} \leqslant z, \alpha>0, \beta>0$, constants. Show that the intersection of any number of such regions is a convex set.
6. Let $f, g$ be real-valued, nonnegative convex functions defined on an interval $I \subset \mathbb{R}^{1}$. Find conditions on $f$ and $g$ such that $f \cdot g$ is convex.
7. Prove Theorem 15.13.
8. Given $f(x)=\sum_{n=0}^{\infty} a_{n} x^{n}$ is a convergent series on $I=\{x: 0 \leqslant x \leqslant 1\}$. If $a_{n} \geqslant 0$ for all $n$, show that $f$ is convex on I.
9. Let $S$ be any set in $\mathbb{R}^{N}$. The convex hull of $S$ is the intersection of all convex sets which contain $S$. Show that the convex hull of $S$ consists of all points of the form $x=\lambda_{0} x_{0}+\cdots+\lambda_{k} x_{k}$ where $x_{i} \in S$ and $\lambda_{i} \geqslant 0$ for $i=0,1, \ldots, k$ and $\lambda_{1}+\cdots+\lambda_{k}=1$.
10. Show that if a set $S$ in $\mathbb{R}^{N}$ is open, its convex hull is open (see Problem 10).
11. A subset $K$ of $\mathbb{R}^{N}$ is called a cone if, whenever $x \in K$, then $\lambda x \in K$ for every $\lambda \geqslant 0$. Show that a cone $K$ is convex if and only if $x+y \in K$ whenever $x, y \in K$. Give an example of a nonconvex cone. Show that if $K_{1}$ and $K_{2}$ are cones in $\mathbb{R}^{N}$, then $K_{1} \cap K_{2}$ and $K_{1} \cup K_{2}$ are cones. If $K_{1}$ and $K_{2}$ are convex, under what conditions, does it follows that $K_{1} \cap K_{2}$ and $K_{1} \cup K_{2}$ are convex cones?
12. Let $K$ be a convex cone in $\mathbb{R}^{N}$ which contains an entire line $l$ through the origin. If $K$ also contains an interior point, show that $K$ is either all of $\mathbb{R}^{N}$ or a half-space. (See Problem 12.)
13. In the notation of Lemma 15.3 show that if $f\left(x^{1}\right) \leqslant f\left(x^{4}\right)$, then $m_{13} \leqslant m_{24}$.
14. Prove Parts (ii) and (iii) of Theorem 15.18.
15. Show that the intersection of any family (finite or infinite) of convex sets is a convex set (Theorem 15.8).
16. Let $S$ be a convex set in $\mathbb{R}^{N}$ which contains three points $P, Q, R$, not on a straight line. Show that the interior of the triangle with vertices $P, Q, R$ lies in $S$.
17. Let $B\left(p_{0}, r\right)$ be a ball in $\mathbb{R}^{N}$ with center at $p_{0}$ and radius $r$. Show that $B$ is a convex set.
18. In $\mathbb{R}^{N}$, define the cylinder $C=\left\{\left(x_{1}, x_{2}, \ldots, x_{N}\right): x_{1}^{2}+x_{2}^{2}+\cdots+x_{N-1}^{2} \leqslant 1,0 \leqslant\right.$ $\left.x_{N} \leqslant 1\right\}$. Show that $C$ is a convex set.
19. In $\mathbb{R}^{N}$, define $A=\left\{\left(x_{1}, x_{2}, \ldots, x_{N}\right): x_{N}^{2} \leqslant x_{1}^{2}+\cdots+x_{N-1}^{2},-1 \leqslant x_{N} \leqslant 1\right\}$. Show that $A$ is not a convex set.
20. Define in $\mathbb{R}^{2}$ the set $B=\left\{\left(x_{1}, x_{2}\right): x_{1}^{2}+x_{2}^{2} \leqslant 1\right\}$. Show that the function $y=$ $f(x)=\alpha x_{1}^{2}+\beta x_{2}^{2}, \alpha>0, \beta>0$ defined in $B$ is a convex function.
21. In $\mathbb{R}^{2}$ consider the square $S=\left\{\left(x_{1}, x_{2}\right): 0 \leqslant x_{1} \leqslant 1,0 \leqslant x_{2} \leqslant 1\right\}$. Show that the function $y=g(x)=x_{1} x_{2}$ is not convex in $S$.

### 15.3. Arzela's Theorem; the Tietze Extension Theorem

Let $S$ be a metric space and $\mathscr{F}$ a family of functions from $S$ into $\mathbb{R}^{1}$. In many applications we are given such a family and wish to extract from it a sequence of functions $f_{n}: S \rightarrow \mathbb{R}^{1}$ which converges at every point $p$ in $S$ to some function $f$. If $S$ is an arbitrary metric space and $\mathscr{F}$ is, say, any collection of continuous functions, then not much can be said about convergent sequences in $\mathscr{F}$. However, if the members of $\mathscr{F}$ have certain uniformity properties which we describe below and if $S$ is restricted properly, then it is always possible to extract such convergent subsequences (Theorem 15.20 below).

Definitions. A metric space $S$ is separable if and only if $S$ contains a countable dense set. It is easy to see that $\mathbb{R}^{N}$ is separable for every $N$. In fact, the rational points, that is, the points $x:\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ such that all $x_{i}$ are rational numbers form a countable dense set in $\mathbb{R}^{N}$.

We now show that large classes of metric spaces are separable.

Theorem 15.19. A compact metric space $S$ is separable.

Proof. We recall Theorem 6.25 which states that for every $\delta>0$, there is a finite number of points $p_{1}, p_{2}, \ldots, p_{k}$ (the number $k$ depending on $\delta$ ) such that $S$ is contained in $\bigcup_{i=1}^{k} B\left(p_{i}, \delta\right)$. Consider the sequence $\delta=1,1 / 2,1 / 3, \ldots$, $1 / n, \ldots$, and the totality of points which are centers of the finite number of balls of radii $1 / n$ which cover $S$. This set is countable and dense, as is readily verified.

Remark. We give an example of a space which is not separable. A sequence of real numbers $x_{1}, x_{2}, \ldots, x_{n}, \ldots$ is bounded if there is a number $M$ such that $\left|x_{i}\right| \leqslant M$ for all $i$. Denote such a sequence by $x$ and consider the space $S$ of all such elements $x$. It is not difficult to verify that the function

$$
\begin{equation*}
d(x, y)=\sup _{i}\left|x_{i}-y_{i}\right| \tag{15.14}
\end{equation*}
$$

where $x=\left(x_{1}, \ldots, x_{n}, \ldots\right)$ and $y=\left(y_{1}, \ldots, y_{n}, \ldots\right)$ is a metric on $S$. Now suppose $S$ were separable. Then there would be a countable set $\left\{x^{m}\right\}, m=1$, $2, \ldots$, which is dense in $S$. We write $x^{m}=\left(x_{1}^{m}, x_{2}^{m}, \ldots, x_{n}^{m}, \ldots\right)$, and we construct the element $y=\left(y_{1}, y_{2}, \ldots, y_{n}, \ldots\right)$ as follows:

$$
y_{i}=\left\{\begin{array}{rl}
1 & \text { if } x_{i}^{i} \leqslant 0, \\
-1 & \text { if } x_{i}^{i}>0,
\end{array} \quad i=1,2, \ldots\right.
$$

According to (15.14) it is clear that $d\left(x^{m}, y\right) \geqslant 1$ for every $m$. Thus $\left\{x^{m}\right\}$ is not dense and $S$ cannot be separable.

Definitions. Let $S$ be a metric space and $A$ a set in $S$. We denote by $\mathscr{F}$ a family of functions $f: A \rightarrow \mathbb{R}^{1}$. For $p_{0} \in A$, we say that $\mathscr{F}$ is equicontinuous at $p_{0}$ if and only if for every $\varepsilon>0$ there is a $\delta>0$ such that

$$
\begin{equation*}
\left|f(p)-f\left(p_{0}\right)\right|<\varepsilon \tag{15.15}
\end{equation*}
$$

for all $p \in A \cap \overline{B\left(p_{0}, \delta\right)}$ and for all $f$ in $\mathscr{F}$. The family is equicontinuous on a set $A$ if it is equicontinuous at each point of $A$. Clearly, each $f$ in $\mathscr{F}$ is continuous if $\mathscr{F}$ is an equicontinuous family. It is important to note that given the number $\varepsilon$ the same value $\delta$ yields $(15.15)$ for all functions of the family.

Examples. Let $I=\{x: 0 \leqslant x \leqslant 1\}$ and consider the family $\mathscr{F}=\left\{f_{n}\right\}$ where $f_{n}(x)=x^{n}$ for $x \in I$. Then it is not difficult to verify that this family is equicontinuous at every point except $x=1$. In any neighborhood of $x=1$, the $\delta$ required for a given $\varepsilon$ shrinks to zero as $n$ tends to infinity (see Figure 15.7). Thus there is no single value of $\delta$ valid for all $x^{n}$. On the other hand, the family $\mathscr{F}=\left\{f_{n}\right\}$ given by $f_{n}(x)=n \sin (x / n)$ defined on $J=\{x: 0 \leqslant x<\infty\}$ is equicontinuous. To see this, we apply the Mean-value theorem and find that for any $n$ there is an $\bar{x}_{n}$ between $x_{1}$ and $x_{2}$ such that

$$
\left|n \sin \left(\frac{x_{1}}{n}\right)-n \sin \left(\frac{x_{2}}{n}\right)\right| \leqslant\left|\cos \left(\frac{\bar{x}_{n}}{n}\right)\right|\left|x_{1}-x_{2}\right| \leqslant\left|x_{1}-x_{2}\right| .
$$

Hence for any $\varepsilon>0$ we may choose $\delta=\varepsilon$ to obtain (15.15).


Figure 15.7. An equicontinuous family except at $x=1$.

It is important to have simple criteria for determining when a family of functions is equicontinuous. Let $I=\{x: a \leqslant x \leqslant b\}$ and suppose $\mathscr{F}$ is a family of functions $f: I \rightarrow \mathbb{R}^{1}$. If all the functions are differentiable and the first derivative is bounded for all $x \in I$ and $f \in \mathscr{F}$, then the family is equicontinuous. To see this let $\left|f^{\prime}(x)\right| \leqslant M$ for all $x \in I$ and all $f \in \mathscr{F}$. From the Mean-value theorem it follows at once that

$$
\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right| \leqslant\left|f^{\prime}(\zeta)\right|\left|x_{1}-x_{2}\right| \leqslant M\left|x_{1}-x_{2}\right|
$$

Choosing $\delta=\varepsilon / M$, we see that the definition of equicontinuity is satisfied. For a more general criterion see Problem 3 at the end of this section.

Definition. Let $\mathscr{F}$ be a family of functions from a metric space $S$ into $\mathbb{R}^{1}$. The family $\mathscr{F}$ is uniformly bounded if there is a number $M>0$ such that $|f(p)| \leqslant M$ for all $p \in S$ and all $f \in \mathscr{F}$.

We observe that it is possible for a family to be equicontinuous and not uniformly bounded or even bounded. Perhaps the simplest example is the sequence of functions $f_{n}(p)=n$, for $n=1,2, \ldots$, and for all $p$ in a metric space $S$. The functions $f_{n}(x)=(1 / n) x$ for $x \in \mathbb{R}^{1}$ provide another example of an unbounded equicontinuous family as does the sequence $f_{n}(x)=n \sin (x / n)$ given above.

The next technical lemma is needed for the proof of the existence of convergent subsequences given in Theorem 15.20.

Lemma 15.5. Let A be a compact set in a metric space S. Let $\mathscr{F}$ be a family of functions from $A$ into $\mathbb{R}^{1}$ which is equicontinuous and uniformly bounded on $A$. We set $D=\sup _{p, q \in A} d(p, q)$. $(D$ is called the diameter of $A$.) We define

$$
K=\sup _{p, q \in A}|f(p)-f(q)|, \quad f \in \mathscr{F} .
$$



Figure 15.8

Then there is a function $\psi: I \rightarrow \mathbb{R}^{1}$ where $I=\{x: 0<x<\infty\}$ such that: (i) $\psi$ is nondecreasing; (ii) $\psi(x)$ has the constant value $K$ for all $x \geqslant D$; (iii) $|f(p)-f(q)| \leqslant \psi(x)$ whenever $d(p, q) \leqslant x$, for all $f \in \mathscr{F}$; (iv) $\lim _{x \rightarrow 0^{+}} \psi(x)=$ 0. (See Figure 15.8.)

Proof. We use (iii) to define $\psi(x)=\sup |f(p)-f(q)|$ where the supremum is taken for all $p, q \in A$ with $d(p, q) \leqslant x$, and for all $f \in \mathscr{F}$. Since $\mathscr{F}$ is uniformly bounded, $\psi$ is well defined. Clearly $\psi$ is a nondecreasing function of $x$ and so (i) holds. Since $d(p, q) \leqslant D$ for all $p, q \in A$, the function $\psi(x)$ has exactly the value $K$ for $x \geqslant D$. Thus (ii) is established. Property (iii) follows from the definition of $\psi$. To show (iv) holds, let $\varepsilon>0$ be given. Since $\mathscr{F}$ is equicontinuous, each point $p \in A$ is the center of a ball $B(p, r)$ of radius $r$ such that for any $q \in A$ is this ball, we have

$$
|f(q)-f(p)| \leqslant \frac{\varepsilon}{2} \quad \text { for all } \quad f \in \mathscr{F}
$$

That fact that $A$ is compact now allows us to use the Lebesgue lemma (Theorem 6.27). We conclude that there is a positive number $\delta$ such that every ball $B(q, \delta)$ with $q \in A$ must lie in a single one of the balls $B(p, r)$ defined above. Suppose $p_{0}, q_{0}$ are any points of $A$ with $d\left(p_{0}, q_{0}\right)<\delta$. Then $p_{0}, q_{0} \in B\left(p_{0}, \delta\right)$, and so $p_{0}, q_{0} \in B(\bar{p}, \bar{r})$ for some $\bar{p}$ and $\bar{r}$. Therefore

$$
\left|f\left(p_{0}\right)-f\left(q_{0}\right)\right| \leqslant\left|f\left(p_{0}\right)-f(\bar{p})\right|+\left|f(\bar{p})-f\left(q_{0}\right)\right| \leqslant \frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
$$

$$
\text { for all } f \in \mathscr{F} \text {. }
$$

Hence $\psi(\delta)<\varepsilon$, and since $\varepsilon$ is arbitrary, $\lim _{x \rightarrow 0^{+}} \psi(x)=0$.
One method of obtaining solutions of differential and integral equations consists of the following procedure. First, a family of functions is found which
approximate the solution. Next, it is shown that this family is equicontinuous and bounded. Then, with the aid of the next theorem (Arzela), a convergent subsequence is extracted from the family. Finally, the limit of the subsequence is shown to be the desired solution of the differential or integral equation.

Theorem 15.20 (Arzela's theorem). Let $S$ be a separable metric space, and suppose that $f_{n}: S \rightarrow \mathbb{R}^{1}, n=1,2, \ldots$, form on $S$ an equicontinuous, uniformly bounded family $\mathscr{F}$.
(i) Then there is a subsequence $f_{k_{1}}, f_{k_{2}}, \ldots, f_{k_{n}}, \ldots$ of $\left\{f_{n}\right\}$ which converges at each point of $S$ to a continuous function $f$.
(ii) if the space $S$ is compact, then the subsequence converges uniformly to $f$.

## Proof

(i) Let $\left\{p_{n}\right\} \equiv A$ be a countable, dense subset of $S$. Since the $\left\{f_{n}\right\}$ are uniformly bounded, $\left\{f_{n}\left(p_{1}\right)\right\}$ is a bounded set of real numbers and so has a convergent subsequence. Denote the subsequence by $g_{11}\left(p_{1}\right), g_{12}\left(p_{1}\right), \ldots$, $g_{1 k}\left(p_{1}\right), \ldots$. Consider $\left\{g_{1 k}\left(p_{2}\right)\right\}$. This sequence of real numbers has a convergent subsequence which we denote by $g_{21}\left(p_{2}\right), g_{22}\left(p_{2}\right), \ldots, g_{2 k}\left(p_{2}\right), \ldots . W e$ continue the process. We now observe that the "diagonal sequence" of functions of $g_{11}, g_{22}, \ldots, g_{k k}, \ldots$ converges for every $p_{n}$. We denote the limit function (defined on $A$ ) by $f$, and we simplify the notation by setting $g_{k k}=g_{k}$.

Let $p$ be any point of $S$ and let $\varepsilon>0$ be given. From the equicontinuity of $\mathscr{F}$, it follows that

$$
\begin{equation*}
\left|g_{k}(p)-g_{k}(q)\right|<\frac{\varepsilon}{3} \quad \text { whenever } \quad d(p, q)<\delta \tag{15.16}
\end{equation*}
$$

for all $k$. Because $A$ is dense in $S$, there is a $q_{0} \in A$ such that $d\left(p, q_{0}\right)<\delta$. We now show that the sequence $\left\{g_{k}(p)\right\}$ is a Cauchy sequence. We have

$$
\left|g_{k}(p)-g_{l}(p)\right| \leqslant\left|g_{k}(p)-g_{k}\left(q_{0}\right)\right|+\left|g_{k}\left(q_{0}\right)-g_{l}\left(q_{0}\right)\right|+\left|g_{l}\left(q_{0}\right)-g_{l}(p)\right|
$$

Because of (15.16), the first and third terms on the right are less than $\varepsilon / 3$. Also, there is an $N>0$ such that $\left|g_{k}\left(q_{0}\right)-g_{l}\left(q_{0}\right)\right|<\varepsilon / 3$ if $k, l>N$ (because $g_{k}$ converges at all points of $A$ ). Therefore $\left\{g_{k}(p)\right\}$ is a Cauchy sequence for all $p \in S$. The limit function $f$ is now defined on $S$ and we show that it is continuous. Let $p_{0} \in S$ and $\varepsilon>0$ be given. From the equicontinuity, it follows that $\left|g_{k}(p)-g_{k}\left(p_{0}\right)\right| \leqslant \varepsilon$ whenever $d\left(p, p_{0}\right)<\delta$, and this holds for all $k$. However, $g_{k}(p) \rightarrow f(p)$ and $g_{k}\left(p_{0}\right) \rightarrow f\left(p_{0}\right)$ as $k \rightarrow \infty$. The inequality holds in the limit and $f$ is continuous at $p_{0}$.
(ii) We establish the uniform convergence when $S$ is compact. Let $\varepsilon>0$ be given. From Lemma 15.5 there is an $x>0$ so small that

$$
\left|g_{n}(p)-g_{n}(q)\right| \leqslant \psi(x)=\frac{\varepsilon}{3} \quad \text { whenever } \quad d(p, q) \leqslant x
$$

and this inequality holds for all $n$. Consider all balls of radius $x$ in $S$. Since $S$
is compact, there is a finite number of such balls with centers say at $\bar{p}_{1}, \bar{p}_{2}$, $\ldots, \bar{p}_{m}$ such that $\bigcup_{i=1}^{m} B\left(\bar{p}_{i}, x\right) \supset S$. We know that $\lim _{n \rightarrow \infty} g_{n}\left(\bar{p}_{i}\right)=f\left(\bar{p}_{i}\right), i=1$, $2, \ldots, m$. Choose an $N$ so large that

$$
\left|f\left(\bar{p}_{i}\right)-g_{n}\left(\bar{p}_{i}\right)\right| \leqslant \frac{\varepsilon}{3} \quad \text { for all } \quad n \geqslant N, i=1,2, \ldots, m
$$

Let $p$ be any point of $S$. Then $p$ is in one of the covering balls, say $B\left(\bar{p}_{i}, x\right)$. Consequently,

$$
\begin{aligned}
\left|g_{n}(p)-f(p)\right| & \leqslant\left|g_{n}(p)-g_{n}\left(\bar{p}_{i}\right)\right|+\left|g_{n}\left(\bar{p}_{i}\right)-f\left(\bar{p}_{i}\right)\right|+\left|f\left(\bar{p}_{i}\right)-f(p)\right| \\
& \leqslant \frac{1}{3} \varepsilon+\frac{1}{3} \varepsilon+\frac{1}{3} \varepsilon=\varepsilon,
\end{aligned}
$$

provided that $n>N$. Since the choice of $N$ does not depend on the point $p$ chosen, the convergence is uniform.

Since the space $S$ is compact, the limit function $f$ is uniformly continuous.

## Remarks

(i) If $\mathscr{F}$ is a family of functions defined on a metric space $S$ with range in $\mathbb{R}^{N}$, equicontinuity may be defined in a way completely analogous to that given when $N=1$. We simply interpret the quantity $|f(p)-f(q)|$ to be the distance in $\mathbb{R}^{N}$. The proofs of Lemma 15.5 and Arzela's theorem hold with the modifications required when replacing distance in $\mathbb{R}^{1}$ by distance in $\mathbb{R}^{N}$.
(ii) Let $S$ be any compact, separable metric space and let $C(S)$ be the space of continuous real-valued bounded functions on $S$. We define

$$
d(f, g)=\sup _{p \in S}|f(p)-g(p)|
$$

and it is easily verified that $C(S)$ is a metric space. Then Arzela's theorem states that an equicontinuous, closed bounded set in the metric space $C(S)$ is compact. If $C\left(S, \mathbb{R}^{N}\right)$ denotes the metric space of bounded continuous functions $f: S \rightarrow \mathbb{R}^{N}$, a similar statement holds on the compactness of bounded, equicontinuous sets.

Let $f: I \rightarrow \mathbb{R}^{1}$ be a continuous function with $I=\{x: a \leqslant x \leqslant b\}$. We may define

$$
g(x)= \begin{cases}f(a) & \text { for } x<a \\ f(x) & \text { for } x \in I \\ f(b) & \text { for } x>b\end{cases}
$$

Clearly, $g$ is continuous on all of $\mathbb{R}^{1}$, coincides with $f$ for $x \in I$, and $\max _{x \in \mathbb{R}^{1}}|g(x)|=\max _{x \in I}|f(x)|$. This example is typical of the fact that continuous functions defined on a closed subset of a metric space may be extended as a continuous function on the entire space in such a way that the supremum of the extended function does not exceed that of the original function.


Figure 15.9

In the above example it is essential that the interval $I$ is closed. The function $f(x)=1 /(x-a)(x-b)$ is continuous on $J=\{x: a<x<b\}$, and there is no way of extending $f$ in a continuous manner beyond this open interval.

Definition. Let $A$ be a set in a metric space $S$. The distance of a point $p$ from $A$, denoted $d(p, A)$, is defined by the formula

$$
d(p, A)=\inf _{q \in A} d(p, q) .
$$

The following useful lemma shows that the distance function we just defined is continuous on the entire metric space.

Lemma 15.6. Let $A$ be a set in a metric space $S$. Let $\varphi(p)$ denote the distance from $p$ to $A$. Then $\varphi$ is continuous on $S$. In fact, $|\varphi(p)-\varphi(q)| \leqslant d(p, q)$ for $p$, $q \in S$. (See Figure 15.9.)

Proof. For any $\varepsilon>0$ there is a point $p_{0} \in A$ such that $\varphi(p)>d\left(p, p_{0}\right)-\varepsilon$. From the triangle inequality we find

$$
\begin{aligned}
d\left(q, p_{0}\right) & \leqslant d(q, p)+d\left(p, p_{0}\right) \\
& \leqslant d(p, q)+\varphi(p)+\varepsilon .
\end{aligned}
$$

From the definition of $\varphi(q)$, we get

$$
\varphi(q) \leqslant d\left(q, p_{0}\right) \leqslant d(p, q)+\varphi(p)+\varepsilon,
$$

and therefore

$$
\varphi(q)-\varphi(p) \leqslant d(p, q)+\varepsilon .
$$

Since $\varepsilon$ is arbitrary, it follows that $\varphi(q)-\varphi(p) \leqslant d(p, q)$. Interchanging $p$ and $q$, we get the result.

Lemma 15.7. Let $A$ and $B$ be disjoint closed sets in a metric space $S$. Then there is a continuous function $\psi: S \rightarrow \mathbb{R}^{1}$ such that $\psi(p)=0$ for $p \in A, \psi(p)=1$ for $p \in B$, and $\psi$ is between 0 and 1 for all $p \in S$.

Proof. Define

$$
\psi(p)=\frac{d(p, A)}{d(p, A)+d(p, B)},
$$

and it is immediate that $\psi$ has the desired properties.
Remark. Let $a>0$ be any number. Then the function

$$
\psi_{1}(p)=-a+2 a \psi(p)
$$

has the property that $\psi_{1}(p)=-a$ for $p \in A, \psi_{1}(p)=a$ for $p \in B$ and $\psi_{1}$ is between $-a$ and $a$ for all $p \in S$. Also, $\psi_{1}$ is continuous on $S$.

In Section 15.4 we establish several theorems which show that continuous functions may be approximated uniformly by sequences of smooth functions. In order to make such approximations it is important to be able to enlarge the domain of the continuous function. The next result gives the basic extension theorem for continuous functions.

Theorem 15.21 (Tietze extension theorem). Let $A$ be a closed set in a metric space $S$ and $f: A \rightarrow \mathbb{R}^{1}$ a continuous, bounded function. Define $M=$ $\sup _{p \in A}|f(p)|$. Then there is a continuous function $g: S \rightarrow \mathbb{R}^{1}$ such that $g(p)=$ $f(p)$ for $p \in A$ and $|g(p)| \leqslant M$ for all $p \in S$.

Proof. We shall obtain $g$ as the limit of a sequence $g_{1}, g_{2}, \ldots, g_{n}, \ldots$ which will be determined by sequences $f_{1}, f_{2}, \ldots, f_{n}, \ldots$ and $\psi_{1}, \psi_{2}, \ldots, \psi_{n}, \ldots$ which we now define. We begin by setting $f_{1}(p)=f(p)$ for $p \in A$, and we define the sets

$$
\begin{aligned}
& A_{1}=\left\{p: p \in A \quad \text { and } \quad f_{1}(p) \leqslant-\frac{1}{3} M\right\}, \\
& B_{1}=\left\{p: p \in A \quad \text { and } \quad f_{1}(p) \geqslant \frac{1}{3} M\right\} .
\end{aligned}
$$

The sets $A_{1}, B_{1}$ are disjoint and closed. Now according to the Remark following Lemma 15.7, there is a function $\psi_{1}(p)$, continuous on $S$ and such that

$$
\begin{aligned}
\psi_{1}(p)=-\frac{1}{3} M & \text { on } A_{1} \\
\psi_{1}(p)=\quad \frac{1}{3} M & \text { on } B_{1} \\
\left|\psi_{1}(p)\right| \leqslant \quad \frac{1}{3} M & \text { on } S .
\end{aligned}
$$

We define

$$
f_{2}(p)=f_{1}(p)-\psi_{1}(p) \quad \text { for } p \in A .
$$

We show that $\left|f_{2}(p)\right| \leqslant(2 / 3) M$ for $p \in A$. To see this, let $p \in A_{1}$. Then $f_{2}(p)=$ $(1 / 3) M+f_{1}(p)$. But $-M \leqslant f_{1}(p) \leqslant-(1 / 3) M$ on this set. Hence $\mid\left(f_{2}(p) \mid \leqslant\right.$ $(2 / 3) M$. Now let $p \in B_{1}$. Then $f_{2}(p)=f_{1}(p)-(1 / 3) M$. From the definition of $B_{1}$, we get $\left|f_{2}(p)\right| \leqslant M-(1 / 3) M=(2 / 3) M$. Similarly, if $p \in A-A_{1}-B_{1}$,
then both $f_{1}$ and $\psi_{1}$ are bounded in absolute value by $(1 / 3) M$. Now we define

$$
\begin{aligned}
& A_{2}=\left\{p: p \in A \quad \text { and } \quad f_{2}(p) \leqslant-\frac{1}{3} \cdot \frac{2}{3} M\right\}, \\
& B_{2}=\left\{p: p \in A \quad \text { and } \quad f_{2}(p) \geqslant \frac{1}{3} \cdot \frac{2}{3} M\right\} .
\end{aligned}
$$

The sets $A_{2}, B_{2}$ are disjoint and closed. In the same way as before, there is a function $\psi_{2}(p)$ such that

$$
\begin{aligned}
\psi_{2}(p)=-\frac{1}{3} \cdot \frac{2}{3} M & \text { on } A_{2} \\
\psi_{2}(p)=\frac{1}{3} \cdot \frac{2}{3} M & \text { on } B_{2} \\
\left|\psi_{2}(p)\right| \leqslant \frac{1}{3} \cdot \frac{2}{3} M & \text { on } S .
\end{aligned}
$$

We define

$$
f_{3}(p)=f_{2}(p)-\psi_{2}(p)
$$

and find

$$
\left|f_{3}(p)\right| \leqslant\left(\frac{2}{3}\right)^{2} M
$$

Continuing in this manner, we define

$$
\left.\begin{array}{ll}
A_{n}=\{p: p \in A & \text { and } \\
\left.B_{n}(p) \leqslant-\frac{1}{3}\left(\frac{2}{3}\right)^{n-1} M\right\} \\
B_{n}=\{p: p \in A & \text { and }
\end{array} f_{n}(p) \geqslant \frac{1}{3}\left(\frac{2}{3}\right)^{n-1} M\right\} .
$$

The function $\psi_{n}$ is defined in the analogous manner and furthermore

$$
\left|\psi_{n}(p)\right| \leqslant \frac{1}{3}\left(\frac{2}{3}\right)^{n-1} M, \quad p \in S .
$$

We define

$$
f_{n+1}(p)=f_{n}(p)-\psi_{n}(p) .
$$

The condition $\left|f_{n+1}(p)\right| \leqslant(2 / 3)^{n} M$ holds. Next we define

$$
g_{n}(p)=\psi_{1}(p)+\cdots+\psi_{n}(p), \quad p \in S
$$

and we show that $g_{n}$ is a uniformly convergent sequence. In fact, for $m>n$, it follows that

$$
\begin{aligned}
\left|g_{m}(p)-g_{n}(p)\right| & =\left|\psi_{n+1}(p)+\cdots \psi_{m}(p)\right| \\
& \leqslant \frac{1}{3}\left[\left(\frac{2}{3}\right)^{n}+\cdots+\left(\frac{2}{3}\right)^{m}\right] M \\
& \leqslant \frac{1}{3}\left(\frac{2}{3}\right)^{n}\left[1+\frac{2}{3}+\cdots+\left(\frac{2}{3}\right)^{m-n}\right] M \leqslant\left(\frac{2}{3}\right)^{n} M .
\end{aligned}
$$

The $\left\{g_{n}(p)\right\}$ form a Cauchy sequence and so converge uniformly to a continuous function which we denote by $g$. We now show that $g=f$ for $p \in A$. To see this, observe that

$$
g_{n}=\psi_{1}+\cdots+\psi_{n}=\sum_{i=1}^{n}\left(f_{i}-f_{i+1}\right)=f_{1}-f_{n+1}
$$

Since $\left.\left|f_{n+1}(p)\right| \leqslant 2 / 3\right)^{n} M$, we know that $f_{n+1}(p) \rightarrow 0$ as $n \rightarrow \infty$. Therefore $g_{n} \rightarrow$
$g=f_{1}=f$ as $n \rightarrow \infty$. Also,

$$
|g(p)| \leqslant \frac{1}{3} M\left[1+\frac{2}{3}+\left(\frac{2}{3}\right)^{2}+\cdots\right]=M \quad \text { for all } p \in S .
$$

## Problems

1. Let $I=\{x: 0 \leqslant x \leqslant 1\}$ and consider the totality of functions $f: I \rightarrow \mathbb{R}^{1}$ such that $f$ is bounded. Denote this space by $\mathscr{B}$ and for $f, g \in \mathscr{B}$, let

$$
d(f, g)=\sup _{x \in I}|f(x)-g(x)| .
$$

Show that $d(f, g)$ is a metric and that $\mathscr{B}$ is a metric space which is not separable.
2. Let $x=\left(c_{1}, c_{2}, \ldots, c_{n}, \ldots\right)$ where the $\left\{c_{n}\right\}$ are real numbers such that $c_{n} \rightarrow 0$ as $n \rightarrow \infty$. Let $\mathscr{C}_{0}$ be the totality of all such sequences. Let $y=\left(d_{1}, d_{2}, \ldots, d_{m}, \ldots\right)$ and for $x, y \in \mathscr{C}_{0}$ define

$$
d(x, y)=\sup _{1 \leqslant i<\infty}\left|c_{i}-d_{i}\right| .
$$

Show that $\mathscr{C}_{0}$ is a metric space which is separable. [Hint: Consider the elements of $\mathscr{C}_{0}$ of the form $\left(r_{1}, 0,0, \ldots\right),\left(r_{1}, r_{2}, 0,0, \ldots\right)$, etc., where $r_{i}$ are rational numbers.]
3. Let $S$ be a metric space and suppose that $f: S \rightarrow \mathbb{R}^{1}$ has the following property: there are positive numbers $M, \alpha$ with $0<\alpha \leqslant 1$ such that

$$
|f(p)-f(q)| \leqslant M[d(p, q)]^{\alpha}
$$

for any two points $p, q$ in $S$. Then we say $f$ satisfies a Hölder condition on $S$ with constant $M$ and exponent $\alpha$. Show that a family $\mathscr{F}$ of functions satisfying a Hölder condition with constant $M$ and exponent $\alpha$ is equicontinuous.
4. Let $A$ be an open convex set in $\mathbb{R}^{N}$ and $\left\{f_{n}\right\}$ a sequence of functions $f_{n}: A \rightarrow \mathbb{R}^{1}$ which are convex. Show that if $\left\{f_{n}\right\}$ converges at each point of $A$, then $\left\{f_{n}\right\}$ converges uniformly on each compact subset of $A$.
5. Let $A$ be an open convex set in $\mathbb{R}^{N}$ and $\left\{f_{n}\right\}$ a sequence of functions $f_{n}: A \rightarrow \mathbb{R}^{1}$ which are convex. Suppose that $\left\{f_{n}\right\}$ are uniformly bounded. Show that $\left\{f_{n}\right\}$ contains a convergent subsequence and that the subsequence converges uniformly on each compact subset of $A$.
6. Let $I=\{x: a \leqslant x<\infty\}$ and let $\mathscr{F}$ be a family of functions $f: I \rightarrow \mathbb{R}^{1}$ which are differentiable on $I$. Let $M_{0}, M_{1}$ be constants such that $|f(x)| \leqslant M_{0},\left|f^{\prime}(x)\right| \leqslant M_{1}$ for all $f \in \mathscr{F}$. Is there always a subsequence of $\mathscr{F}$ which converges uniformly on $I$ ?
7. Let $A$ be a bounded convex set in $\mathbb{R}^{N}$ and suppose $A^{(0)}$ is not empty. Let $\left\{f_{n}\right\}$ be a sequence of functions $f_{n}: A \rightarrow \mathbb{R}^{1}$ such that $f_{n} \in C^{1}$ for each $n$ and $\left|f_{n}(x)\right| \leqslant M_{0}$ for all $x \in A$ and $\left|\nabla f_{n}(x)\right| \leqslant M_{1}$ for all $x \in A$. Then a subsequence of $\left\{f_{n}\right\}$ converges uniformly on $A$.
8. Let $I=\{x: a \leqslant x \leqslant b\}$ and $S=\{(x, y): a \leqslant x \leqslant b, a \leqslant y \leqslant b\}$, and suppose that $K: S \rightarrow \mathbb{R}^{1}$ is continuous on $S$. We set

$$
\begin{equation*}
f(x)=\int_{a}^{b} K(x, y) g(y) d y \tag{15.17}
\end{equation*}
$$

where $f$ and $g$ are real-valued functions defined on $I$. For any family of functions $\mathscr{G}$, Equation (15.17) defines a family of functions $\mathscr{F}$. Show that if for all $g \in \mathscr{G}$, we have $|g(y)| \leqslant M$ for all $y \in I$, then the family $\mathscr{F}$ contains a uniformly convergent subsequence.
9. Prove Arzela's theorem (Theorem 15.20) for functions defined on a separable metric space with range in $\mathbb{R}^{N}, N>1$.
10. Give an example of a function defined on $I=\{x: a<x<b\}$ with range in $\mathbb{R}^{1}$ which is continuous on $I$, bounded, and which cannot be extended as a continuous function to any larger set. i.e., show that the conclusion of Tietze's theorem does not hold.
11. In Lemma 15.7, suppose that the sets $A$ and $B$ are disjoint but not closed. Show that it may not be possible to find a function $\psi$ with the stated properties.
12. Let $I=\{x: a \leqslant x<\infty\}$ and let $f: I \rightarrow \mathbb{R}^{1}$ be continuous but not necessarily bounded. Show that $f$ can be extended to all $\mathbb{R}^{1}$ as a continuous function. Prove the same result if the domain of $f$ is any closed set $A \subset \mathbb{R}^{1}$.
13. In $\mathbb{R}^{2}$ let $S=\left\{\left(x_{1}, x_{2}\right): 0 \leqslant x_{1} \leqslant 1,0 \leqslant x_{2} \leqslant 1\right\}$, and define $f\left(x_{1}, x_{2}\right)=x_{1} x_{2}$ for $\left(x_{1}, x_{2}\right) \in S$. Show explicitly how $f$ can be extended to all of $\mathbb{R}^{2}$ as a continuous function with no increase in the maximum of its absolute value.
14. In $\mathbb{R}^{3}$ let $C=\left\{\left(x_{1}, x_{2}, x_{3}\right): 0 \leqslant x_{1} \leqslant 1,0 \leqslant x_{2} \leqslant 1,0 \leqslant x_{3} \leqslant 1\right\}$, and define $f(x)=$ $x_{1} x_{2} x_{3}$ for $x \in C$. Show explicitly how $f$ can be extended to all of $\mathbb{R}^{3}$ as a continuous function with no increase in the maximum of its absolute value.

### 15.4. Approximations and the StoneWeierstrass Theorem

Let $f$, defined on an interval $I=\{x: a<x<b\}$ with values in $\mathbb{R}^{1}$, have derivatives of all orders at a point $c$ in $I$. We recall that $f$ is analytic at $c$ if and only if $f$ can be expanded in a power series of the form

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} \frac{f^{(n)}(c)}{n!}(x-c)^{n}, \tag{15.18}
\end{equation*}
$$

and this series has a positive radius of convergence. A function is analytic on a set $A$ if it is analytic at each point of $A$. As we saw in Chapter 9, a function may possess derivatives of all orders (we say it is infinitely differentiable, and write $f \in C^{\infty}$ ) at a point and yet not be analytic at that point. To illustrate this fact consider the function

$$
f(x)= \begin{cases}e^{-1 / x^{2}}, & x \neq 0 \\ 0, & x=0\end{cases}
$$

It is not difficult to verify that $f^{(n)}(0)=0$ for $n=1,2, \ldots$, and therefore the power series expansion (15.18) does not have a positive radius of convergence
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when $c=0$. However, clearly $f$ is analytic for all $x \neq 0$. We now define the functions $g_{1}$ and $g$ :

$$
g_{1}(x)= \begin{cases}e^{-1 / x^{2}}, & x>0 \\ 0, & x \leqslant 0\end{cases}
$$

and $g(x)=g_{1}(x) \cdot g_{1}(1-x)$. Then $g(x)$ vanishes outside the unit interval $I=$ $\{x: 0<x<1\}$ and is positive on $I$ (see Figure 15.10). We set

$$
M=\int_{0}^{1} g(x) d x
$$

and define

$$
h(x)=\frac{1}{M} \int_{0}^{x} g(t) d t
$$

Then $h \in C^{\infty}$ and $h$ has the properties: $h(x)=0$ for $x \leqslant 0, h(x)=1$ for $x \geqslant 1$ and $h(x)$ is nondecreasing (see Figure 15.11). Finally, we introduce the function $k: \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$ by the formula

$$
k(x)= \begin{cases}1-h(2 x-1) & \text { for } x \geqslant 0 \\ k(-x) & \text { for } x \leqslant 0\end{cases}
$$

Then we verify easily that $k(x)$ is nonnegative everywhere, and

$$
k(x)= \begin{cases}1 & \text { for }-\frac{1}{2} \leqslant x \leqslant \frac{1}{2} \\ 0 & \text { for } x \geqslant 1, \text { and for } x \leqslant-1 .\end{cases}
$$
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In fact, $k$ is nondecreasing for $x \leqslant 0$ and nonincreasing for $k \geqslant 0$ (see Figure 15.12). The function $k$ is analytic for all values of $x$ except $x= \pm 1, \pm \frac{1}{2}$, at which points $k$ is a $C^{\infty}$ function. Smooth functions which are equal to 1 in a neighborhood of some point and which vanish outside a larger neighborhood of the same point form a useful tool in the problem of approximation of continuous functions by classes of smooth functions.

The above functions have counterparts in any number of dimensions. We define

$$
k_{2}(x, y)=k(x) \cdot k(y)
$$

and obtain a function which has the value 1 on the square

$$
S_{0}=\left\{(x, y):-\frac{1}{2} \leqslant x \leqslant \frac{1}{2}, \quad-\frac{1}{2} \leqslant y \leqslant \frac{1}{2}\right\}
$$

which vanishes outside the square

$$
S_{1}=\{(x, y):-1 \leqslant x \leqslant 1, \quad-1 \leqslant y \leqslant 1\},
$$

and is such that $0 \leqslant k_{2}(x, y) \leqslant 1$ for all $(x, y)$. Furthermore, $k_{2}$ has partial derivatives of all orders with respect to both $x$ and $y . \operatorname{In} \mathbb{R}^{N}$, we set $k_{N}\left(x_{1}, \ldots\right.$, $\left.x_{N}\right)=k\left(x_{1}\right) k\left(x_{2}\right) \ldots k\left(x_{N}\right)$ and obtain a $C^{\infty}$ function which vanishes outside the hypercube of side 2 , center at 0 , and which has the value 1 on the hypercube of side 1 , center at 0 .

For many purposes it is convenient to replace $k_{N}$ by a function of $r=$ $\left(\sum_{i=1}^{N} x_{i}^{2}\right)^{1 / 2}$ with the same essential properties. To do this we define $\varphi_{1}\left(x_{1}, x_{2}\right.$, $\left.\ldots, x_{N}\right)=k(r)$ for $r>0$. Then with $x=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$, the function $\varphi_{1}(x)$ vanishes outside the unit ball $B(0,1)$ in $\mathbb{R}^{N}$ and has the value 1 inside the ball $B(0,1 / 2)$. We set

$$
M_{0}=\int_{B(0,1)} \varphi_{1}(x) d x
$$

and define

$$
\varphi(x)=\frac{\varphi_{1}(x)}{M_{0}}
$$

Then $\varphi$ is a $C^{\infty}$ function which vanishes outside $B(0,1)$ and has the property
that

$$
\begin{equation*}
\int_{B(0,1)} \varphi(x) d x=1 \tag{15.19}
\end{equation*}
$$

Definitions. A function $\varphi: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ which is of class $C^{\infty}$, is nonnegative everywhere, vanishes outside $B(0,1)$, and which satisfies (15.19) is called a mollifier. Let $x$ be a point in $\mathbb{R}^{N}$ and $\rho$ a positive number. We define

$$
\varphi_{\rho}^{*}(x)=\frac{\varphi(x / \rho)}{\rho^{N}}
$$

We note that $\varphi_{\rho}^{*}$ vanishes outside the ball $B(0, \rho)$ and has the property that

$$
\int_{B(0, \rho)} \varphi_{\rho}^{*}(x) d x=1
$$

We also call $\varphi_{\rho}^{*}$ a mollifier or sometimes a modified mollifier. Suppose that $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ is a continuous function. We define the mollified function, denoted $f_{\varphi, \rho}$, or simply $f_{\rho}$, by the formula

$$
\begin{equation*}
f_{\rho} \equiv f_{\varphi, \rho}(x)=\int_{\mathbb{R}^{N}} \varphi_{\rho}^{*}(x-\xi) f(\xi) d \xi \tag{15.20}
\end{equation*}
$$

The mollified functions $f_{\rho}$ are smooth and tend to $f$ as $\rho \rightarrow 0$, as we show in the next theorem.

Theorem 15.22. Suppose that $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ is continuous and $\varphi$ is a mollifier on $\mathbb{R}^{N}$. Then for every $\rho>0$, the function $f_{\varphi, \rho}$ is of class $C^{\infty}$ on $\mathbb{R}^{N}$ and $f_{\varphi, \rho}$ converges uniformly to $f$ on any compact subset of $\mathbb{R}^{N}$ as $\rho \rightarrow 0^{+}$.

Proof. The formula for $f_{\rho}$ given by (15.20) shows that since $\varphi_{\rho}^{*}(x-\xi)$ vanishes outside a ball of radius $\rho$ with center at $x$, the integration is over a bounded region rather than over all of $\mathbb{R}^{N}$. Therefore we may use the rule for differentiating under the integral sign given in Section 11.1, to deduce that $f_{\rho}$ has partial derivatives of all orders.

Now let $R>0$ be given. Since $f$ is uniformly continuous on the closed ball $\overline{B(0, R+1)}$, it follows that there is a nondecreasing function $\psi(\rho)$ defined on $I=\{\rho: 0<\rho \leqslant 1\}$ (see Lemma 15.5) such that

$$
\psi(\rho) \rightarrow 0 \quad \text { as } \rho \rightarrow 0^{+} \quad \text { and } \quad|f(x)-f(y)| \leqslant \psi(|x-y|)
$$

for all $x, y \in B(0, R+1)$ whenever $|x-y| \leqslant \rho \leqslant 1$. Accordingly, if $\rho<1$ and $x \in \overline{B(0, R)}$, then

$$
\begin{aligned}
\left|f_{\rho}(x)-f(x)\right| & =\left|\int_{B(x, \rho)} \varphi_{\rho}^{*}(x-\xi)[f(\xi)-f(x)] d \xi\right| \\
& \leqslant \int_{B(x, \rho)} \varphi_{\rho}^{*}(x-\xi)|f(\xi)-f(x)| d \xi \\
& \leqslant \psi(\rho) \int_{B(x, \rho)} \varphi_{\rho}^{*}(x-\xi) d \xi .
\end{aligned}
$$

The last inequality holds because $|\xi-x| \leqslant \rho$. From the definition of $\varphi_{\rho}^{*}$, the last integral on the right has the value 1 , and so

$$
\left|f_{\rho}(x)-f(x)\right| \leqslant \psi(\rho)
$$

for all $x \in B(0, R)$. Thus $f_{\rho}$ tends to $f$ uniformly on this ball, and since $R$ is arbitrary, the result follows.

The next corollaries show that any continuous function on a compact set may be approximated uniformly by a sequence of $C^{\infty}$ functions. Moreover, if a function possesses derivatives, then the function and all its derivatives up to any finite order may be approximated uniformly by the same sequence.

Corollary 1. Let $A$ be a compact subset of $\mathbb{R}^{N}$ and suppose $f: A \rightarrow \mathbb{R}^{1}$ is continuous on $A$. Let $G$ be an open set in $\mathbb{R}^{N}$ containing $A$. Then there is a sequence $\left\{f_{n}\right\}$ such that $f_{n}$ is $C^{\infty}$ on $G$ for each $n$ and $f_{n}$ converges uniformly to $f$ on $A$.

Proof. By the Tietze extension theorem (Theorem 15.21) there is a continuous function $F: \mathbb{R}^{N} \rightarrow \mathbb{R}^{1}$ such that $F=f$ on $A$. Let $\rho_{n}=1 / n$ and denote by $F_{\varphi, \rho_{n}}$ the mollifier of $F$. Then setting $f_{n}(x)=F_{\varphi, \rho_{n}}(x)$ for $x \in G$, we use Theorem 15.22 to conclude that $f_{n} \rightarrow f$ uniformly on $A$.

Corollary 2. Suppose that in Corollary 1 the interior $A^{(0)}$ of $A$ is not empty and that $f$ is of class $C^{k}$ on $A^{(0)}$. Let $D^{\alpha} f$ denote any partial derivative of $f$ not exceeding order $k$. Then the sequence $f_{n}$ in Corollary 1 may be chosen so that $D^{\alpha} f_{n}$ converges uniformly to $D^{\alpha f}$ on each compact subset of $A^{(0)}$.

Proof. The function $F$ in Corollary 1 has partial derivatives on $A^{(0)}$, and we set $G_{0}=D^{\alpha} F$. We form the mollified function $G_{\varphi, \rho_{n}}$ and it is clear that $D^{\alpha} F_{\varphi, \rho_{n}}=G_{\varphi, \rho_{n}}$ for $x \in A^{(0)}$. Then $G_{\varphi, \rho_{n}} \rightarrow G_{0}$ as before.

In Corollaries 1 and 2 above we obtained sequences of $C^{\infty}$ functions in $\mathbb{R}^{N}$ which can be used to approximate an arbitrary continuous function to any desired degree of accuracy. If $S$ is any compact metric space and if $C(S)$ is the space of continuous functions from $S$ into $\mathbb{R}^{1}$ with the usual metric, then we seek those subsets of $C(S)$ which yield approximations to all elements of $C(S)$. The basic property required of any approximating subset is that it "separate points" in $S$.

Definitions. Let $\mathscr{L}$ be a subset of $C(S)$ with the property that for each pair of distinct points $p, q$ in $S$ there is a function $f$ in $\mathscr{L}$ such that $f(p) \neq f(q)$. Then we say that the set $\mathscr{L}$ separates points in $S$. If $\mathscr{L}$ has the further property that for every pair of distinct points $p, q \in S$ and every pair of real numbers $a, b$ there is a function $f \in \mathscr{L}$ such that $f(p)=a$ and $f(q)=b$, we say that $\mathscr{L}$ separates points in $S$ and $\mathbb{R}^{1}$.

Lemma 15.8. Let $f, g$ be in $C(S)$ where $S$ is any metric space. Define $h(p)=$ $\max (f(p), g(p))$ and $k(p)=\min (f(p), g(p))$ for all $p \in S$. Then $h, k$ are members of $C(S)$.

The proof of Lemma 15.8 depends on the fact that for any two real numbers $a, b$, the relations

$$
\max (a, b)=\frac{1}{2}(a+b+|a-b|), \quad \min (a, b)=\frac{1}{2}(a+b-|a-b|)
$$

hold. We leave the details of the remainder of the proof to the reader.

Theorem 15.23 (Stone approximation theorem). Let $S$ be a compact metric space. Let $\mathscr{L}$ be a subset of $C(S)$, the space of continuous functions from $S$ into $\mathbb{R}^{1}$, which separates points in $S$ and $\mathbb{R}^{1}$. In addition, suppose that $\mathscr{L}$ has the property that $\max (f, g)$ and $\min (f, g)$ belong to $\mathscr{L}$ whenever $f$ and $g$ do. Then any $F \in C(S)$ can be approximated uniformly on $S$ by functions in $\mathscr{L}$.

Proof. Let $F \in C(S)$ be given. Suppose $p, q$ are in $S$ and let $a=F(p), b=F(q)$. Then, since $\mathscr{L}$ separates points in $S$ and $\mathbb{R}^{1}$, there is a function $g=g_{p q}$ in $\mathscr{L}$ such that

$$
g_{p q}(p)=a, \quad g_{p q}(q)=b
$$

Since $g$ and $F$ are continuous at $q$, for any $\varepsilon>0$ there is a neighborhood $N(q)$ such that $g(s)>b-\frac{1}{2} \varepsilon$ and $F(s)<b+\frac{1}{2} \varepsilon$ for $s \in N(q)$. Hence

$$
\begin{equation*}
g(s)>F(s)-\varepsilon \quad \text { for } s \in N(q) . \tag{15.21}
\end{equation*}
$$

We fix $p$ and obtain a function $g_{p q}$ and a neighborhood $N(q)$ for each $q \in S$. Since $S$ is compact, there is a finite subset of such neighborhoods which covers $S$. We denote them

$$
N\left(q_{1}\right), N\left(q_{2}\right), \ldots, N\left(q_{m}\right)
$$

With these neighborhoods we associated the functions

$$
g_{p q_{1}}, g_{p q_{2}}, \ldots, g_{p q_{m}}
$$

each of which satisfies an inequality similar to (15.21). We now define

$$
h_{p}=\max \left(g_{p q_{1}} g_{p q_{2}}, \ldots, g_{p q_{m}}\right)
$$

Then $h_{p}$ is in $\mathscr{L}$ and it follows from (15.21) that

$$
\begin{equation*}
h_{p}(s)>F(s)-\varepsilon \quad \text { for all } s \in S \tag{15.22}
\end{equation*}
$$

From the way we defined $h_{p}$, it follows that $h_{p}(p)=a$ since $g_{p q_{1}}(p)=g_{p q_{2}}(p)=$ $\cdots=g_{p q_{m}}(p)=a$. Because $h_{p}$ and $F$ are continuous, there is a neighborhood $N(p)$ such that

$$
\begin{equation*}
h_{p}(s)<F(s)+\varepsilon \quad \text { for } s \in N(p) . \tag{15.23}
\end{equation*}
$$

We can find a function $h_{p}$ and a neighborhood $N(p)$ for each point $p$ in $S$ and, because $S$ is compact, there is a finite subset $N\left(p_{1}\right), N\left(p_{2}\right), \ldots, N\left(p_{n}\right)$ of such
neighborhoods which covers $S$. We set

$$
h=\min \left(h_{p_{1}}, h_{p_{2}}, \ldots, h_{p_{n}}\right)
$$

and, by virtue of (15.22) and (15.23), it follows that

$$
\begin{align*}
& h(s)>F(s)-\varepsilon \text { for all } s \in S, \\
& h(s)<F(s)+\varepsilon \text { for all } s \in S . \tag{15.24}
\end{align*}
$$

That is, $|F(s)-h(s)|<\varepsilon$ for all $s \in S$. Since $\varepsilon$ is arbitrary the result is established.

Definition. Let $\mathscr{A}$ be a subset of $C(S)$ such that for every two functions $f, g$ in $\mathscr{A}$ : (i) $\alpha f+\beta g \in \mathscr{A}$ for all real numbers $\alpha, \beta$; and (ii) $f \cdot g \in \mathscr{A}$. We then say that the set $\mathscr{A}$ forms an algebra of functions in $C(S)$.

If $S$ is a compact metric space and $\mathscr{A}$ is any algebra of functions in $C(S)$ which separates points of $S$ and which contains the constant functions, then we shall show that $\mathscr{A}$ is dense in $C(S)$. More precisely, we shall prove that every function $f$ in $C(S)$ can be approximated uniformly by polynomials $f_{n}$ where each $f_{n}$ is a polynomial in functions of $\mathscr{A}$. To establish this result, known as the Stone-Weierstrass theorem, we employ two elementary facts concerning the functions $|x|$ and $\sqrt{1+x}$. The most important special case of this approximation theorem, due to Weierstrass, states that any real-valued continuous function defined on a closed interval $I=\{x: a \leqslant x \leqslant b\}$ can be approximated uniformly by polynomials. Equivalently, we say that the collection of polynomials is dense in the space $C(I)$.

Lemma 15.9. Let $I=\{x:-1 \leqslant x \leqslant 1\}$, and let $\varphi: I \rightarrow \mathbb{R}^{1}$ be the function $\varphi(x)=\sqrt{1+x}$. Then the series expansion

$$
\begin{equation*}
\varphi(x)=1+\frac{1}{2} \sum_{n=0}^{\infty} \frac{(-1)^{n}(n+1)(2 n)!}{2^{2 n}[(n+1)!]^{2}} x^{n+1} \tag{15.25}
\end{equation*}
$$

converges uniformly on I. Hence $\varphi$ can be approximated uniformly on I by the polynomials consisting of the partial sums in (15.25).

Proof. The ratio test shows that the series converges at all interior points of $I$. To establish the uniform convergence on $I$, we use Stirling's formula ${ }^{1}$ (valid for large $n$ )

$$
n!\sim e^{-(n+1)}(n+1)^{n+(1 / 2)} \sqrt{2 \pi}(1+o(1 / n))
$$

[^19]and we find that for some constant $K$
\[

$$
\begin{aligned}
\frac{(n+1)(2 n)!}{2^{2 n}[(n+1)!]^{2}} & \leqslant \frac{K}{\sqrt{2 \pi}} \frac{(n+1) e^{-2 n+1}(2 n+1)^{2 n+(1 / 2)}}{2^{2 n} e^{-2 n-4}(n+2)^{2 n+2}} \\
& \leqslant \frac{K e^{5}}{\sqrt{2 \pi}(n+2)^{3 / 2}}
\end{aligned}
$$
\]

Hence the series for $\varphi$ is dominated by the series $\sum_{n=1}^{\infty} K_{1} / n^{3 / 2}$ for all $x$ on $I$, and so the convergence is uniform.

Remark. For an elementary proof of Lemma 15.9 (without use of Stirling's formula) see Problem 11 at the end of this section and the hint given there.

Lemma 15.10. Let $I_{M}=\{x:-M \leqslant x \leqslant M\}$ and let $\psi: I_{M} \rightarrow \mathbb{R}^{1}$ be the function $\psi(x)=|x|$. Then $\psi$ can be approximated uniformly on $I_{M}$ by polynomials in $x$.

Proof. Let $M=1$. Then we define $\psi_{1}(x)=(1+u)^{1 / 2}$ where $u=x^{2}-1$. By Lemma 15.9 the function $(1+u)^{1 / 2}$ may be approximated uniformly on $I$ by polynomials. Since $u$ is in $I$ whenever $x$ is in $I$, we can approximate $\psi_{1}$ by polynomials in $x^{2}-1$, that is, polynomials in $x$. For the general case, we write $\psi(x)=M \psi_{1}(x / M)$, and the result follows.

Theorem 15.24 (Stone-Weierstrass theorem). Let $S$ be a compact metric space and let $\mathscr{A}$ be an algebra in $C(S)$ which separates points of $S$. Suppose that the function $f_{0}$ defined by $f_{0}(p)=1$ for all $p \in S$ is in $\mathscr{A}$. Then any function $f$ in $C(S)$ can be approximated uniformly on $S$ by functions in $\mathscr{A}$.

Proof. Let $\mathscr{L}$ be the subset of functions of $C(S)$ which can be approximated uniformly by functions of $\mathscr{A}$. We wish to show that $\mathscr{L}=C(S)$. We shall show that $\mathscr{L}$ satisfies the hypothesis of Theorem 15.23 . For this purpose we prove that $\mathscr{A}$ separates points in $S$ and $\mathbb{R}^{1}$. Let $a, b \in \mathbb{R}^{1}$, and $p, q \in S$ with $p \neq q$. There is an $f \in \mathscr{A}$ such that $f(p) \neq f(q)$. Since $f_{0}(p)=f_{0}(q)=1$, there are real numbers $\alpha, \beta$ such that

$$
\alpha f(p)+\beta f_{0}(p)=a, \quad \alpha f(q)+\beta f_{0}(q)=b
$$

Hence the function $h=\alpha f+\beta f_{0}$ is in $\mathscr{A}$ and satisfies the conditions $h(p)=a$, $h(q)=b$. That is, $\mathscr{A}$ separate points in $S$ and $\mathbb{R}^{1}$. We now show that for $f$ and $g$ in $\mathscr{A}$, the functions $\max (f, g)$ and $\min (f, g)$ are in $\mathscr{L}$. Let $f \in \mathscr{A}$ be given. Then there is an $M>0$ such that $|f(p)| \leqslant M$ for all $p \in S$. According to Lemma 15.10 the function $\psi[f(p)]=|f(p)|$ can be approximated uniformly by polynomials in $f$. Since $\mathscr{A}$ is an algebra, every polynomial in $f$ is also in $\mathscr{A}$ and so $\psi$ can be approximated by polynomials in $\mathscr{A}$. Let $f$ and $g$ be arbitrary elements of $\mathscr{A}$. Then $f+g$ and $f-g$ are in $\mathscr{A}$ and $|f-g|$ can be approximated uniformly by elements of $\mathscr{A}$. We know that

$$
\max (f, g)=\frac{1}{2}(f+g+|f-g|) \quad \text { and } \quad \min (f, g)=\frac{1}{2}(f+g-|f-g|)
$$

Hence for any $f$ and $g$ in $\mathscr{A}$, we conclude that $\max (f, g)$ and $\min (f, g)$ are in $\mathscr{L}$. Next, suppose that $f$ and $g$ are in $\mathscr{L}$. We show that $\max (f, g)$ and $\min (f, g)$ are in $\mathscr{L}$. To see this, choose sequences $f_{n}, g_{n}, n=1,2, \ldots$, of functions in $\mathscr{A}$ which approximate $f$ and $g$ uniformly on $S$. Then $F_{n} \equiv \max \left(f_{n}, g_{n}\right)$ and $G_{n} \equiv$ $\min \left(f_{n}, g_{n}\right)$ are functions in $\mathscr{L}$. It is clear from the formula

$$
F_{n}=\max \left(f_{n}, g_{n}\right)=\frac{1}{2}\left(f_{n}+g_{n}+\left|f_{n}-g_{n}\right|\right)
$$

and the similar formula for $G_{n}$ that $F_{n} \rightarrow \max (f, g)$ and $G_{n} \rightarrow \min (f, g)$ as $n \rightarrow \infty$. Thus $\max (f, g)$ and $\min (f, g)$ are in $\mathscr{L}$ whenever $f$ and $g$ are.

Finally, let $f$ be any element in $C(S)$. According to Theorem 15.23, the function $f$ can be approximated uniformly by elements of $\mathscr{L}$. Therefore given $\varepsilon>0$, there is a function $f_{1}$ in $\mathscr{L}$ such that $\left|f(p)-f_{1}(p)\right|<\frac{1}{2} \varepsilon$ for all $p \in S$. Moreover, there is a function $f_{2}$ in $\mathscr{A}$ such that $\left|f_{1}(p)-f_{2}(p)\right|<\frac{1}{2} \varepsilon$ for all $p \in S$. We conclude that $\left|f(p)-f_{2}(p)\right|<\varepsilon$ for all $p$ in $S$, and so $\mathscr{L}=C(S)$.

Corollary (Weierstrass approximation theorem). Let $S$ be a closed bounded set in $\mathbb{R}^{N}$. Then any continuous function on $S$ can be approximated uniformly on $S$ by a polynomial in the coordinates $x_{1}, x_{2}, \ldots, x_{N}$.

To establish the Corollary it is only necessary to show that the set of polynomials separates points of $S$. We leave the details to the reader.

## Problems

1. Given the function $f(x)=\exp \left(-1 /\left(x^{2}(1-x)^{2}\right)\right)$ for $x \neq 0,1$ and $f(0)=f(1)=0$, show that $f^{(n)}(0)=f^{(n)}(1)=0$ for $n=1,2, \ldots$.
2. Let $G$ be a bounded region in $\mathbb{R}^{N}$ with smooth boundary $\partial G$. To each $x_{0}$ of $G$ we can associate an infinitely differentiable mollifier $\varphi(x)$ which vanishes outside some neighborhood of $x_{0}$ contained in $G$. Show that it is possible to obtain a partition of unity. That is, find $k$ functions $\psi_{1}, \psi_{2}, \ldots, \psi_{k}$, each infinitely differentiable, each vanishing outside some neighborhood in $G$, and such that $\psi_{1}(x)+\cdots+\psi_{k}(x)=1$ for all $x \in G$. [Hint: Use the Heine-Borel theorem to obtain $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{k}$ covering $\bar{G}$ and then set $\left.\psi_{i}(x)=\varphi_{i}(x) / \sum_{i=1}^{k} \varphi_{i}(x).\right]$
3. Prove Lemma 15.8 .
4. Show that the set $P$ of all polynomials in $x$ defined on $I=\{x:-1 \leqslant x \leqslant 1\}$ forms an algebra in $C(I)$ which separates points in $I$ and $\mathbb{R}^{1}$. However, show that $P$ is not a subset of the type $\mathscr{L}$ described in the Stone approximation theorem (Theorem 15.23).
5. Let $I=\{x: 0 \leqslant x \leqslant 1\}$ be given and let $\mathscr{L}$ be the subset of $C(I)$ consisting of all piecewise linear (continuous) functions. Show that $\mathscr{L}$ satisfies the hypotheses of Theorem 15.23.
6. Show that Theorem 15.24 fails to hold if $S$ is not compact. [Hint: Let $I=$ $\{x: 0 \leqslant x<\infty\}$, let $\mathscr{A}$ be the collection of all polynomials, and consider the function $f(x)=e^{x}$.]
7. Let $A$ be a hypercube in $\mathbb{R}^{N}$. Show that the space $C(A)$ is separable. [Hint: Consider the family of all polynomials in $N$ variables which have rational coefficients.]
8. Let $I=\{x: 0 \leqslant x \leqslant 1\}$ be given and denote by $\mathscr{L}$ the collection of all members $f$ in $C(I)$ such that $f(0)=0$. Is $\mathscr{L}$ dense in $C(I)$ ?
9. Let $I=\{x: 0<x \leqslant 1\}$ and $C(I)$ be given. Show that the conclusion of the StoneWeierstrass theorem fails for the algebra $\mathscr{A}$ of all polynomials on $I$ in spite of the fact that $\mathscr{A}$ satisfies the hypotheses of Theorem 15.24.
10. Prove that it is not possible to have a mollifier in $\mathbb{R}^{N}$ which is analytic everywhere.
11. Employ the following technique to provide an elementary proof of Lemma 15.9: Define

$$
b_{n}=\left(1-\frac{1}{2}\right)\left(1-\frac{1}{4}\right) \cdots\left(1-\frac{1}{2 n-2}\right), \quad n=2,3, \ldots,
$$

and let $a_{n}=(-1)^{n+1} b_{n} / 2 n$. Show that the series (15.25) has the form $1+\frac{1}{2} x+$ $\sum_{n=2}^{\infty} a_{n} x^{n}$. Use the fact that $\log (1-x) \leqslant-x$ for $0<x<1$ to obtain the inequality

$$
\log b_{n} \leqslant-\frac{1}{2}\left(1+\frac{1}{2}+\cdots+\frac{1}{n-1}\right) \leqslant-\frac{1}{2} \log n .
$$

Finally show that $b_{n} \leqslant 1 / \sqrt{n}$, and consequently that $\left|a_{n}\right| \leqslant 1 / 2 n^{3 / 2}$.
12. Let $k_{3}(x)=k\left(x_{1}\right) k\left(x_{2}\right) k\left(x_{3}\right)$ where $k$ is the function defined on page 404 and $x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}$. Describe the set in $\mathbb{R}^{3}$ where $k$ is analytic and the set where $k$ is $C^{\infty}$ but not analytic.
13. Let $\varphi(x, y)$ be a $C^{\infty}$ function for $0 \leqslant x \leqslant 1,0 \leqslant y \leqslant 1$ and suppose $f(y)$ is defined for $0 \leqslant y \leqslant 1$. What conditions must $f$ satisfy in order that the function

$$
f_{\varphi}(x)=\int_{0}^{1} \varphi(x, y) f(y) d y
$$

is $C^{\infty}$ for $0 \leqslant x \leqslant 1$ ?
14. Prove the Corollary to Theorem 15.24.

## CHAPTER 16

## Vector Field Theory; the Theorems of Green and Stokes

### 16.1. Vector Functions on $\mathbb{R}^{1}$

Let $\overrightarrow{O P}$ be the directed line segment in $\mathbb{R}^{N}$ having its base at the origin and its head at the point $P=(1,0, \ldots, 0)$. We define the unit vector $e_{1}$ as the equivalence class of all directed line segments of length 1 which are parallel to $\overrightarrow{O P}$ and directed similarly. By considering directed line segments from the origin to the points $(0,1,0, \ldots, 0),(0,0,1, \ldots, 0), \ldots,(0,0, \ldots, 0,1)$, we obtain the set of unit vectors $\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \ldots, \boldsymbol{e}_{N}$. We denote by $V_{N}\left(\mathbb{R}^{N}\right)$ or simply $V_{N}$ the linear space formed by taking all linear combinations of these unit vectors with real scalars. That is, any vector $v$ in $V_{N}$ is of the form

$$
\boldsymbol{v}=a_{1} e_{1}+a_{2} e_{2}+\cdots+a_{N} e_{N}
$$

where the $a_{i}$ are real numbers. Addition of vectors and multiplication of vectors by scalars follow the usual rules for a linear space and are a direct generalization of the rules for vectors in two and three dimensions which the reader has encountered earlier. ${ }^{1}$ The length of a vector, denoted $|\boldsymbol{v}|$, is

$$
|\boldsymbol{v}|=\left(a_{1}^{2}+a_{2}^{2}+\cdots+a_{N}^{2}\right)^{1 / 2} .
$$

Let $D$ be a subset of $\mathbb{R}^{1}$ and suppose that $f_{1}, f_{2}, \ldots, f_{N}$ are functions each of which is a mapping from $D$ into $\mathbb{R}^{1}$. The mapping $f: D \rightarrow V_{N}$ defined by

$$
\begin{equation*}
f(t)=f_{1}(t) e_{1}+f_{2}(t) e_{2}+\cdots+f_{N}(t) e_{N}, \quad t \in D \tag{16.1}
\end{equation*}
$$

defines $f$ as a vector function from $D$ into $V_{N}$.
Let $f: D \rightarrow V_{N}$ be given and suppose that $c$ is in $V_{N}$. Then $f(t)$ tends to $c$ as

[^20]$t$ tends to $a$ if and only if $|\boldsymbol{f}(t)-\boldsymbol{c}| \rightarrow 0$ as $t \rightarrow a$. We write
$$
\lim _{t \rightarrow a} f(t)=\boldsymbol{c}
$$
and observe that if $\boldsymbol{c}=c_{1} \boldsymbol{e}_{1}+\cdots+c_{N} \boldsymbol{e}_{N}$, then $\boldsymbol{f}(t) \rightarrow \boldsymbol{c}$ if and only if $f_{i}(t) \rightarrow c_{i}$, $i=1,2, \ldots, N$, as $t \rightarrow a$.

Given $\boldsymbol{f}: D \rightarrow V_{N}$, we define the derivative of $\boldsymbol{f}$ at $a$ by the formula

$$
\begin{equation*}
\boldsymbol{f}^{\prime}(a)=\lim _{h \rightarrow 0} \frac{\boldsymbol{f}(a+h)-\boldsymbol{f}(a)}{h} . \tag{16.2}
\end{equation*}
$$

If $\boldsymbol{f}$ is given by (16.1), the $\boldsymbol{f}^{\prime}(a)$ exists if and only if the ordinary derivatives $f_{i}^{\prime}(a)$ exist for $i=1,2, \ldots, N$. We have the formula

$$
f^{\prime}(a)=\sum_{i=1}^{N} f_{i}^{\prime}(a) e_{i} .
$$

If $P$ is in $\mathbb{R}^{N}$, we denote by $\boldsymbol{v}(\overrightarrow{O P})$ the vector in $V_{N}$ which has the directed line segment $\overrightarrow{O P}$ as one of its representatives. In terms of such directed line segments, the derivative given by (16.2) has the geometric interpretation shown in Figure 16.1.

In terms of a Cartesian coordinate system ( $x_{1}, x_{2}, \ldots, x_{N}$ ) in $\mathbb{R}^{N}$, the function $f$ is a mapping from $D$ into $\mathbb{R}^{N}$ given by

$$
\begin{equation*}
x_{i}=f_{i}(t), \quad i=1,2, \ldots, N, t \in D . \tag{16.3}
\end{equation*}
$$

If all the $f_{i}$ and $f_{i}^{\prime}$ are continuous in a neighborhood of some point $t_{0}$ in $D$, it may be possible to eliminate the parameter $t$ in (16.3). If one of the numbers $f_{i}^{\prime}\left(t_{0}\right), i=1,2, \ldots, N$, is different from zero, say $f_{k}^{\prime}\left(t_{0}\right)$, then there is an interval $t_{0}-h \leqslant t \leqslant t_{0}+h$ on which $f_{k}^{\prime}$ does not vanish (assuming this interval is contained in D). In such a case, we may employ the Implicit function theorem to write

$$
t=g_{k}\left(x_{k}\right) \quad \text { with } f_{k}\left[g_{k}(t)\right]=t
$$

in some neighborhood of $t_{0}$. Therefore, by substitution in (16.3), we find

$$
x_{1}=f_{1}\left[g_{k}\left(x_{k}\right)\right], \quad x_{2}=f_{2}\left[g_{k}\left(x_{k}\right)\right], \ldots, \quad x_{N}=f_{N}\left[g_{k}\left(x_{k}\right)\right],
$$

and the parameter $t$ has been eliminated.


Figure 16.1. Geometric interpretation of the derivative.


Figure 16.2

Let $f$ be a continuous function from a closed interval $I$ in $\mathbb{R}^{1}$ into $V_{N}$. If the mapping $f: I \rightarrow V_{N}$ is one-to-one, we say that the range of $f$ is an arc in $V_{N}$ (see Figure 16.2). In general, many functions with range in $V_{N}$ will have the same arc as an image. Each such function determines a parametric representation of the arc in terms of a parameter $t$ which takes on values in a domain $I$. The following lemma is needed to show the relationship between any two parameters which represent the same arc.

Lemma 16.1. Let $I$ be an interval in $\mathbb{R}^{1}$, and suppose that $S: I \rightarrow \mathbb{R}^{1}$ is a continuous function such that $S\left(t_{1}\right) \neq S\left(t_{2}\right)$ for $t_{1} \neq t_{2}$. That is, $S$ is one-to-one. Then $S$ is strictly monotone on I.

Proof. Suppose that $S$ is not strictly monotone. Then there are two points $t_{1}$, $t_{2}$ in $I$ such that

$$
t_{2}>t_{1} \quad \text { and } \quad S\left(t_{2}\right)>S\left(t_{1}\right)
$$

and, in addition, there are two points $t_{3}, t_{4}$ in $I$ such that

$$
t_{4}>t_{3} \quad \text { and } \quad S\left(t_{4}\right)<S\left(t_{3}\right)
$$

We define

$$
\varphi(s)=S\left[t_{2}+s\left(t_{4}-t_{2}\right)\right]-S\left[t_{1}+s\left(t_{3}-t_{1}\right)\right], \quad 0 \leqslant s \leqslant 1
$$

and clearly $\varphi$ is continuous since $S$ is. Moreover, $\varphi(0)>0, \varphi(1)<0$. Hence there is a value $\bar{s}$ such that $\varphi(\bar{s})=0$. That is,

$$
S\left[t_{2}+\bar{s}\left(t_{4}-t_{2}\right)\right]=S\left[t_{1}+\bar{s}\left(t_{3}-t_{1}\right)\right]
$$

On the other hand, $t_{2}+\bar{s}\left(t_{4}-t_{2}\right)>t_{1}+\bar{s}\left(t_{3}-t_{1}\right)$ for all $\bar{s}$ between 0 and 1 and so we contradict the fact that $S$ is one-to-one. We conclude that $S$ is strictly monotone.

Theorem 16.1. Let $I=\{x: a \leqslant x \leqslant b\}$ and $J=\{x: c \leqslant x \leqslant d\}$ be intervals of $\mathbb{R}^{1}$, and suppose that $f: I \rightarrow V_{N}, g: J \rightarrow V_{N}$ are continuous functions which have the same arc $C$ as image. Then there is a continuous monotone function $S$ from $I$ onto $J$ such that

$$
f(t)=g[S(t)] \quad \text { for } t \in I .
$$

Proof. Since $g$ is one-to-one and continuous, we may apply Part (d) of Theorem 6.42 to conclude that $g^{-1}$ is a continuous map of the arc $C$ onto the interval $J$. Since the composition of continuous functions is continuous, the function $S=g^{-1} f$ is a one-to-one continuous map of $I$ onto $J$. Lemma 16.1 yields the final result.

Definitions. A path is a class of continuous functions from intervals in $\mathbb{R}^{1}$ into $V_{N}$, any two of which are related as in Theorem 16.1. Any function in this class is called a parametric representation (or simply a representation) of the path. If every two representations in the class are related by an increasing $S(t)$, as given in Theorem 16.1, then the path is said to be a directed path. A representation $f$ of a path will sometimes be identified with the path itself. That is, we write "let $\boldsymbol{f}$ be a path..." when there is no danger of confusion.

Remarks. The definitions of path and arc remain unchanged for functions with domain an interval of $\mathbb{R}^{1}$ and range in an arbitrary metric space. Since Theorem 6.42 holds for continuous functions with range in any metric space, the proof of Theorem 16.1 is unchanged in this more general setting. Similarly, the following results on the length of paths in $V_{N}$ could be extended to paths in any metric space.

Definitions. Let $\boldsymbol{f}: I \rightarrow V_{N}$ be a continuous function. We define the length of the path $\boldsymbol{f}$ by the formula

$$
\begin{equation*}
l(f)=\sup \sum_{i=1}^{n}\left|f\left(t_{i}\right)-f\left(t_{i-1}\right)\right| \tag{16.4}
\end{equation*}
$$

where the supremum is taken over all subdivisions

$$
\Delta: a=t_{0}<t_{1}<\cdots<t_{n}=b \text { of the interval } I=\{x: a \leqslant x \leqslant b\} .
$$

If $l(f)$ is finite, we say the path is rectifiable.
Remark. The length of a path $f: I \rightarrow V_{1}$ is given by the supremum of $\sum_{i=1}^{n}\left|f\left(t_{i}\right)-f\left(t_{i-1}\right)\right|$ where $f: I \rightarrow \mathbb{R}^{1}$ is a continuous function. Recalling the definition of the total variation $V_{a}^{b} f$, of a function defined on $I=\{x: a \leqslant$ $x \leqslant b\}$, we see at once that $l(f)=V_{a}^{b} f$ in this case.

The next result is similar to Theorems 12.1 and 12.2.

## Theorem 16.2

(a) Let $f: I \rightarrow V_{N}$ be a path, and suppose that

$$
\Delta: a=T_{0}<T_{1}<\cdots<T_{n}=b
$$

is a subdivision of $I$. Define $\boldsymbol{g}_{\boldsymbol{k}}$ as the restriction of $\boldsymbol{f}$ to the interval $\boldsymbol{I}_{\boldsymbol{k}}=$ $\left\{t: T_{k-1} \leqslant t \leqslant T_{k}\right\}$. Then

$$
l(f)=l\left(g_{1}\right)+l\left(g_{2}\right)+\cdots+l\left(g_{n}\right)
$$

(b) Let $I_{T}=\{t: a \leqslant t \leqslant T\}$ and define $f_{T}$ as the restriction of $f$ to $I_{T}$. Define $s(T)=l\left(f_{T}\right)$. Then $s$ is a continuous function for $T$ on $I$.

The proof of Part (a) for $N=2$ is similar to the proof of Theorem 12.1. Then the general result can be established by induction. We leave the details to the reader. The proof of Part (b) follows the procedure given in the proof of Theorem 12.2, and we again leave the details to the reader.

Part (a) of Theorem 16.2 simply states that if a path is the union of disjoint subpaths, the total length is the sum of the lengths of the subpaths.

The next result establishes the important fact that the length of an arc is independent of the parameter chosen to describe it.

Theorem 16.3. Let $\boldsymbol{f}$ and $\boldsymbol{g}$ be parametric representations of the same arc $C$. Then

$$
l(f)=l(\boldsymbol{g})
$$

Proof. Let $S$ be the function obtained in Theorem 16.1. Set

$$
\begin{equation*}
L_{f}=\sum_{i=1}^{m}\left|\boldsymbol{f}\left(t_{i}\right)-\boldsymbol{f}\left(t_{i-1}\right)\right|, \quad L_{g}=\sum_{i=1}^{m}\left|\boldsymbol{g}\left(\tau_{i}\right)-\boldsymbol{g}\left(\tau_{i-1}\right)\right| \tag{16.5}
\end{equation*}
$$

where $\Delta: a=t_{0}<t_{1}<\cdots<t_{m}=b$ is a subdivision for $f$ and $\Delta^{\prime}: c=\tau_{0}<$ $\tau_{1}<\cdots<\tau_{m}=d$ is the subdivision of $g$ which we obtain by setting $\tau_{i}=S\left(t_{i}\right)$ if $S$ is an increasing function or by setting $\tau_{i}=S\left(t_{m-i}\right)$ if $S$ is a decreasing function. In the first case, we see that $g\left(\tau_{i}\right)=f\left(t_{i}\right)$ for all $i$ and in the second case $g\left(\tau_{i}\right)=f\left(t_{m-i}\right)$. In both cases the sums $L_{f}$ and $L_{g}$ in (16.5) are equal. Hence $l(f)=l(g)$.

Theorem 16.4. Let $f: I \rightarrow V_{N}$ be a continuous function. Set

$$
\boldsymbol{f}(t)=f_{1}(t) \boldsymbol{e}_{1}+f_{2}(t) \boldsymbol{e}_{2}+\cdots+f_{N}(t) \boldsymbol{e}_{N}
$$

Then the path $f$ is rectifiable if and only if all the $f_{i}, i=1,2, \ldots, N$, are of bounded variation on I.

Proof. Let $\Delta$ : $a=t_{0}<t_{1}<\cdots<t_{m}=b$ be a subdivision of $I$. We have

$$
\left|f_{i}\left(t_{k}\right)-f_{i}\left(t_{k-1}\right)\right| \leqslant\left|f\left(t_{k}\right)-f\left(t_{k-1}\right)\right| \leqslant \sum_{i=1}^{N}\left|f_{i}\left(t_{k}\right)-f_{i}\left(t_{k-1}\right)\right|
$$

Therefore

$$
V_{a}^{b} f_{i} \leqslant l(f) \leqslant \sum_{i=1}^{N} V_{a}^{b} f_{i} .
$$

When the parametric representation of an arc is sufficiently differentiable, methods of calculus can be used to compute the length, the tangent vector at any point, and other geometric quantities associated with a curve in $\mathbb{R}^{N}$.

Definitions. An arc $\Gamma$ in $\mathbb{R}^{N}$ is said to be smooth if and only if $\Gamma$ possesses a parametric representation $f$ on some closed interval $I=\{x: a \leqslant x \leqslant b\}$ such
that $f: I \rightarrow V_{N}$ is continuous and $f^{\prime}$ is uniformly continuous on the interior of $I$ with the limits of $f^{\prime}$ at $a$ and $b$ different from zero. An arc $\Gamma$ in $\mathbb{R}^{N}$ is said to be piecewise smooth if and only if $\Gamma$ has a parametric representation $f$ on $I$ such that (i) $f$ is continuous on $I$ and (ii) there is a subdivision $a=T_{0}<T_{1}<$ $\cdots<T_{n}=b$ of $I$ such that for $k=1,2, \ldots, n$ the restriction $f_{k}$ of $f$ to the subinterval $I_{k}=\left\{x: T_{k-1} \leqslant x \leqslant T_{k}\right\}$ is smooth. We do not assume that the right and left limits of $f^{\prime}$ are equal at $T_{k}$. If they are unequal at a particular $T_{i}$, we suppose that the components are not proportional. A smooth path and a piecewise smooth path are defined similarly.

Theorem 16.5 (Length of a piecewise smooth path). Let $f: I \rightarrow V_{N}$ be a piecewise smooth path such that $f$ is smooth on the subintervals $a=T_{0}<T_{1}<\cdots<T_{n}=$ b. Then the length $l(f)$ of the path, is given by

$$
\begin{equation*}
l(f)=\int_{a}^{b}\left|f^{\prime}(t)\right| d t=\sum_{k=1}^{n} \int_{T_{k-1}}^{T_{k}}\left|f^{\prime}(t)\right| d t \tag{16.6}
\end{equation*}
$$

Proof. From Theorem 16.2 it is sufficient to prove the result for an interval $I$ on which $f$ is smooth. For this purpose, we introduce a subdivision of $I: a=\tau_{0}<\tau_{1}<\cdots<\tau_{m}=b$. Then the length of $f$ is the supremum over all subdivisions of

$$
\sum_{i=1}^{m}\left|\boldsymbol{f}\left(\tau_{i}\right)-\boldsymbol{f}\left(\tau_{i-1}\right)\right|=\sum_{i=1}^{m}\left|\frac{\boldsymbol{f}\left(\tau_{i}\right)-\boldsymbol{f}\left(\tau_{i-1}\right)}{\tau_{i}-\tau_{i-1}}\right| \cdot\left|\tau_{i}-\tau_{i-1}\right|
$$

Let $\varepsilon>0$ be given. From the definition of length of a path, there is a subdivision $\Delta$ : $a=u_{1}<u_{2}<\cdots<u_{p}=b$ such that

$$
\left.l(f)-\frac{1}{4} \varepsilon<\sum_{i=1}^{p} \right\rvert\, f\left(u_{i}\right)-f\left(u_{i-1}\right) \leqslant l(f)
$$

From the definition of integral, there is a $\delta>0$ such that if $\Delta_{1}: a=t_{0}<t_{1}<$ $\cdots<t_{m}=b$ is any subdivision of mesh less than $\delta$ and if $\xi_{i} \in\left[t_{i-1}, t_{i}\right]$ for each $i$. then

$$
\left|\sum_{i=1}^{m}\right| f^{\prime}\left(\xi_{i}\right)\left|\left(t_{i}-t_{i-1}\right)-\int_{a}^{b}\right| f^{\prime}(x)|d x|<\frac{1}{4} \varepsilon
$$

We may assume that $\Delta_{1}$ is a refinement of $\Delta$. From the Mean-value theorem applied to the components $f_{1}, f_{2}, \ldots, f_{N}$ of $f$, there are numbers $\xi_{k i}$ in the interval $\left(t_{i-1}, t_{i}\right)$ such that

$$
f_{k}\left(t_{i}\right)-f_{k}\left(t_{i-1}\right)=f_{k}^{\prime}\left(\xi_{k i}\right)\left(t_{i}-t_{i-1}\right), \quad i=1,2, \ldots, m, k=1,2, \ldots, N
$$

Set $\Delta t_{i}=t_{i}-t_{i-1}$ and then

$$
\begin{equation*}
\sum_{i=1}^{m}\left|f\left(t_{i}\right)-f\left(t_{i-1}\right)\right|=\sum_{i=1}^{m}\left(\sum_{k=1}^{N}\left[f_{k}^{\prime}\left(\xi_{k i}\right)\right]^{2}\right)^{1 / 2} \Delta t_{i} \tag{16.7}
\end{equation*}
$$

If for each fixed $i$ the numbers $\xi_{k i}$ all have the same value, say $\xi_{i}$, then the sum
on the right in (16.7) would be

$$
\begin{equation*}
\sum_{i=1}^{m}\left|f^{\prime}\left(\xi_{i}\right)\right| \Delta t_{i}, \tag{16.8}
\end{equation*}
$$

which is a Riemann sum. Then proceeding to the limit we get (16.6). Since $\boldsymbol{f}^{\prime}$ is uniformly continuous on $I$, it is possible to show that the sum in (16.7) yields the same limit as the Riemann sum (16.8). This is known as Duhamel's principle. To establish this result, set $\xi_{k i}^{\prime}=\xi_{1 i}, k=2,3, \ldots, N, i=1,2, \ldots, m$, and consider the quantity

$$
\sum_{i=1}^{m}\left(\left|f_{k}^{\prime}\left(\xi_{k i}\right)\right|-\left|f_{k}^{\prime}\left(\xi_{k i}^{\prime}\right)\right|\right) \Delta t_{i}
$$

For each fixed $k$, the uniform continuity of $f_{k}^{\prime}$ shows that the above sum tends to zero as the maximum of the $\Delta t_{i}$ tends to zero. We leave the remaining details to the reader.

Suppose that $f: \mathbb{R}^{1} \rightarrow V_{N}$ is a smooth function; we define

$$
\begin{equation*}
s(t)=\int_{a}^{t}\left|f^{\prime}(\tau)\right| d \tau \tag{16.9}
\end{equation*}
$$

Then $s$ represents the "directed distance" along the curve $\Gamma$ in $\mathbb{R}^{N}$, where $\Gamma$ is the graph of the point $P$ of the radius vector $\overrightarrow{O P}$ from the origin to a point $P$ in $\mathbb{R}^{N}$. That is, $\Gamma$ is the arc $f(\overrightarrow{O P})$ (see Figure 16.1). Distance is measured from the point corresponding to $f(a)$. By differentiating (16.9), we have $s^{\prime}\left(t_{0}\right)=$ $\left|f^{\prime}\left(t_{0}\right)\right|$ and the unit vector $\boldsymbol{T}\left(t_{0}\right)$ is defined by

$$
\boldsymbol{T}=\frac{\boldsymbol{f}^{\prime}\left(t_{0}\right)}{\left|\boldsymbol{f}^{\prime}\right|}=\frac{\boldsymbol{f}^{\prime}\left(t_{0}\right)}{s^{\prime}\left(t_{0}\right)}
$$

The vector $\boldsymbol{T}$ is the unit tangent vector to $\Gamma$ at each point of the curve. Since $s$ is a monotone function of $t$ we note that $f$ and $T$ are functions of $s$. Then it follows that

$$
\frac{d f}{d s}=T .
$$

For any two vectors $\boldsymbol{c}, \boldsymbol{d}$ the scalar product $\boldsymbol{c} \cdot \boldsymbol{d}$ is defined by the formula

$$
c \cdot d=|c||d| \cos \theta
$$

where $\theta$ is the angle between two directed line segments representing the vectors $c$ and $d$ having the same point as base. If $c$ and $d$ have the representations $c=c_{1} e_{1}+\cdots+c_{N} e_{N}, \boldsymbol{d}=d_{1} e_{1}+\cdots+d_{N} e_{N}$, then

$$
c \cdot d=c_{1} d_{1}+c_{2} d_{2}+\cdots+c_{N} d_{N} .
$$

If $\boldsymbol{c} \cdot \boldsymbol{d}=0$, the vectors are said to be orthogonal.
We now suppose that $f=f_{1}(s) e_{1}+f_{2}(s) e_{2}+\cdots+f_{N}(s) e_{N}$ is a $C^{2}$ function.

That is, each component $f_{i}(s)$ of $f$ has a continuous second derivative. Then since $\boldsymbol{T} \cdot \boldsymbol{T}=1$ for all $s$, we may differentiate and obtain the relation

$$
T \cdot \frac{d T}{d s}+\frac{d T}{d s} \cdot T=0 \quad \text { or } \quad T \cdot \frac{d T}{d s}=0
$$

Hence $\boldsymbol{T}$ and $d T / d s$ are orthogonal vectors. The scalar curvature $\kappa$ of $\Gamma$ is defined by

$$
\kappa=\left|\frac{d T}{d s}\right|
$$

The quantity $\kappa$ measures the rate of change of the direction of $\Gamma$ with respect to the arc length. We define the principal normal $N$ to $\Gamma$ as the unit vector in the direction of $d T / d s$. We have

$$
\frac{d T}{d s}=\kappa N
$$

The quantity $R=1 / \kappa$ is called the radius of curvature of $\Gamma$.
If $f$ is sufficiently differentiable, we may differentiate the relation $N \cdot N=1$ and find that $d N / d s$ is orthogonal to $N$. We express $d N / d s$ in the form

$$
\frac{d N}{d s}=\kappa_{2} N_{1}+\beta T
$$

where $N_{1}$ is a unit vector orthogonal to the subspace determined by $T$ and $N$, and $\kappa_{2}$ is called the second curvature of $\Gamma$. By differentiating the relation $\boldsymbol{T} \cdot \boldsymbol{N}=0$, we see that $\beta=-\kappa$. We may continue this process by computing $d N_{1} / d s$ and obtain $N-1$ scalar curvatures $\kappa, \kappa_{2}, \ldots, \kappa_{N-1}$ corresponding to the $N-1$ normals $N_{1}, \ldots, N_{N-1}$ to the curve $\Gamma$.

The above discussion is of greatest interest in ordinary Euclidean threespace. In this case the vector $N_{1}$ is called the binormal and is usually denoted by $\boldsymbol{B}$. The vectors $\boldsymbol{T}, \boldsymbol{N}$, and $\boldsymbol{B}$ form an orthonormal set of vectors at each point of $\Gamma$. This set is called the moving trihedral. The quantity $\kappa_{2}$ is usually designated by $-\tau$, and $\tau$ is called the torsion of $\Gamma$. It is easy to verify that $\tau=0$ for a plane curve. We choose an orientation in three-space so that

$$
B=T \times N
$$

where $\times$ denotes the usual vector product of two vectors in $V_{3}$. Differentiation of the above formula yields

$$
\frac{d B}{d s}=\frac{d T}{d s} \times N+T \times \frac{d N}{d s}=T \times(-\tau B-\kappa T)=\tau N .
$$

We obtain in this way the Frenet formulas

$$
\begin{equation*}
\frac{d T}{d s}=\kappa N, \quad \frac{d N}{d s}=-\kappa T+\tau B, \quad \frac{d B}{d s}=+\tau N . \tag{16.10}
\end{equation*}
$$

Example. Given the function $f: \mathbb{R}^{1} \rightarrow V_{3}$ defined by

$$
f(t)=t e_{1}+t^{2} e_{2}+\frac{2}{3} t^{3} e_{3}
$$

find $T, \boldsymbol{N}, \boldsymbol{B}, \kappa$, and $\tau$.
Solution. We have $f^{\prime}(t)=e_{1}+2 t e_{2}+2 t^{2} e_{3}$. Therefore $\left|f^{\prime}(t)\right|=\left(1+2 t^{2}\right)$ and $s(t)=\int_{0}^{t}\left|f^{\prime}(t)\right| d t=t+\frac{2}{3} t^{3}$, where distance is measured from $t=0$. We compute

$$
\boldsymbol{T}=\frac{\boldsymbol{f}^{\prime}}{s^{\prime}}=\left(1+2 t^{2}\right)^{-1}\left[e_{1}+2 t e_{2}+2 t^{2} e_{3}\right]
$$

Continuing the process, we obtain

$$
\frac{d T}{d s}=\frac{d T}{d t}\left(1+2 t^{2}\right)^{-1}=\left(1+2 t^{2}\right)^{-3}\left[-4 t e_{1}+\left(2-4 t^{2}\right) e_{2}+4 t e_{3}\right]
$$

Consequently,

$$
\kappa=\left|\frac{d T}{d s}\right|=\frac{2}{\left(1+2 t^{2}\right)^{2}}
$$

and $N=\left(1+2 t^{2}\right)^{-1}\left[-2 t e_{1}+\left(1-2 t^{2}\right) e_{2}+2 t e_{3}\right]$. To obtain $\boldsymbol{B}$ we compute $d N / d s=(d N / d t)\left(1+2 t^{2}\right)^{-1}$ and then formula $d N / d s=-\kappa \boldsymbol{T}-\tau \boldsymbol{B}$ yields the torsion $\tau$. We leave the remaining details to the reader.

## Problems

1. Given $f: \mathbb{R}^{1} \rightarrow V_{N}$ with $f=\left(f_{1}, f_{2}, \ldots, f_{N}\right)$ and $x_{i}=f_{i}(t)=t^{i}, i=1,2, \ldots, N$, eliminate the parameter by expressing $x_{1}, x_{3}, \ldots, x_{N}$ in terms of $x_{2}$. In what domain of $\mathbb{R}^{1}$ is this elimination valid?
2. Let $f(t): I \rightarrow V_{2}$ be given by $f_{1}(t)=t^{2}-t, f_{2}(t)=t^{3}-3 t$, with $I=\{t:-3 \leqslant$ $t \leqslant 3\}$. Decide whether or not the path $\Gamma$ in $\mathbb{R}^{2}$ represented by $f$ is an arc.
3. Let $S$ be a metric space and let $I, J$ be intervals of $\mathbb{R}^{1}$. Suppose that $f: I \rightarrow S$ and $\boldsymbol{g}: J \rightarrow S$ are continuous functions which have the same arc $C$ as image. Prove that there is a continuous monotone function $h: I \rightarrow J$ such that $f(t)=\boldsymbol{g}[h(t)]$ for $t \in I$.
4. Let $S$ be a metric space and $f: I \rightarrow S$ a continuous function with $I$ an interval of $\mathbb{R}^{1}$. Define the length of the path of $f$. State and prove the analog of Theorem 16.2 for such a function $f$.
5. State and prove the analog of Theorem 16.3 for functions from an interval $I$ in $\mathbb{R}^{1}$ to a metric space $S$.
6. Given $\boldsymbol{f}: I \rightarrow V_{3}$ where $I=\{t: 0 \leqslant t \leqslant 2 \pi\}$ and $\boldsymbol{f}=f_{1} \boldsymbol{e}_{1}+f_{2} \boldsymbol{e}_{2}+f_{3} \boldsymbol{e}_{3}$ with $f_{1}=$ $3 \cos t, f_{2}=3 \sin t, f_{3}=2 t$, find the length of the arc represented by $f$.
7. Let $f: I \rightarrow V_{2}$ where $I=\{t: 0 \leqslant t \leqslant 1\}$ and $f=f_{1} \boldsymbol{e}_{1}+f_{2} \boldsymbol{e}_{2}$ with $f_{1}=t$, and

$$
f_{2}= \begin{cases}\frac{1}{\sqrt{t}} \sin \frac{\pi}{t}, & t>0 \\ 0, & t=0\end{cases}
$$

Decide whether or not $\boldsymbol{f}$ is rectifiable.
8. Complete the proof of Theorem 16.5.

In each of Problems 9 through 12 find $\boldsymbol{T}, \boldsymbol{N}, \boldsymbol{B}, \kappa$, and $\tau$ at the given value of $t$ for the given function $f: \mathbb{R}^{1} \rightarrow V_{3}$.
9. $f(t)=e^{t}\left[(\cos t) e_{1}+(\sin t) e_{2}+e_{3}\right], \quad t=0$.
10. $f(t)=(1 / 3) t^{3} e_{1}+2 t e_{2}+(2 / t) e_{3}, \quad t=2$.
11. $f(t)=t e_{1}+(3 / 2) t^{2} e_{2}+(3 / 2) t^{3} e_{3}, \quad t=2$.
12. $f(t)=(t \cos t) e_{1}+(t \sin t) e_{2}+t e_{3}, \quad t=0$.
13. Let $f: I \rightarrow V_{N}$ be the representation of a curve $\Gamma$ in $\mathbb{R}^{N}$. Suppose that $f$ is a $C^{N}$ function. Let $\boldsymbol{T}$ be the tangent vector and let $s$ denote arc length. Then $d \boldsymbol{T} / d s=\kappa \boldsymbol{N}$ where $N$ is orthogonal to $T$. Differentiate $N$ with respect to $s$ and obtain a unit vector $N_{1}$ such that

$$
\frac{d N}{d s}=-\kappa T+\kappa_{1} N_{1}
$$

Differentiate $N_{1}$ with respect to $s$ and obtain a unit vector $\boldsymbol{N}_{2}$ such that

$$
\frac{d N_{1}}{d s}=-\kappa_{1} N+\kappa_{2} N_{2} .
$$

Continue this process and obtain a sequence of $N$ mutually orthogonal unit vectors $T, N, N_{1}, \ldots, N_{N-2}$ and the formulas

$$
\frac{d N_{k}}{d s}=-\kappa_{k} N_{k-1}+\kappa_{k+1} N_{k+1}, \quad k=2,3, \ldots, N-3 .
$$

Finally, show that $d N_{N-2} / d s=-\kappa_{N-2} N_{N-3}$. The quantities $\kappa, \kappa_{1}, \ldots, \kappa_{N-2}$ are called the curvatures of $\Gamma$.
14. Given $f: I \rightarrow V_{3}$ where $I=\{t: a \leqslant x \leqslant b\}$ and suppose that $f$ is a $C^{3}$ function.
(a) Prove that

$$
\kappa^{2}=\frac{\left(f^{\prime} \times f^{\prime \prime}\right) \cdot\left(f^{\prime} \times f^{\prime \prime}\right)}{\left|f^{\prime}\right|^{2}}
$$

(b) Prove that

$$
\tau=\frac{\boldsymbol{f}^{\prime} \cdot\left(\boldsymbol{f}^{\prime \prime} \times \boldsymbol{f}^{\prime \prime \prime}\right)}{\left|\boldsymbol{f}^{\prime} \times \boldsymbol{f}^{\prime \prime}\right|^{2}}
$$

In each of Problems 15 through 18 find the length of the given arc.
15. $f(t)=t e_{1}+\frac{3}{2} t^{2} e_{2}+\frac{3}{2} t^{3} e_{3}, \quad I=\{t: 0 \leqslant t \leqslant 2\}$.
16. $f(t)=t e_{1}+\frac{1}{2} \sqrt{2} t^{2} e_{2}+\frac{1}{3} t^{3} e_{3}, \quad I=\{t: 0 \leqslant t \leqslant 2\}$.
17. $f(t)=t \cos t e_{1}+t \sin t e_{2}+t e_{3}, \quad I=\{t: 0 \leqslant t \leqslant \pi / 2\}$.
18. $f(t)=t e_{1}+\log (\sec t+\tan t) e_{2}+\log \sec t e_{3}, \quad I=\{t: 0 \leqslant t \leqslant \pi / 4\}$.
19. State and prove the analog of Theorem 16.1 when the range of $\boldsymbol{f}$ and $\boldsymbol{g}$ are in a metric space.


Figure 16.3. A vector field.

### 16.2. Vector Functions and Fields on $\mathbb{R}^{N}$

In this section we develop the basic properties of differential and integral calculus for functions whose domain is a subset of $\mathbb{R}^{M}$ and whose range is in a vector space $V_{N}$. We shall emphasize the coordinate-free character of the definitions and results, but we shall introduce coordinate systems and use them in proofs and computations whenever convenient.

Definition. A vector function from a domain $D$ in $\mathbb{R}^{M}$ into $V_{N}$ is a mapping $f: D \rightarrow V_{N}$. If the image is $V_{1}$ (which we identify with $\mathbb{R}^{1}$ in the natural way) then $\boldsymbol{f}$ is called a scalar function. Vector or scalar functions are often called vector or scalar fields. The term field is used because we frequently visualize a vector function as superimposed on $\mathbb{R}^{M}$. At each point of the domain $D$ of $\mathbb{R}^{M}$ a representative directed line segment of $f$ is drawn with base at that point. We obtain a field of vectors (see Figure 16.3 where $M=N=2$ ).

Let $f: D \rightarrow V_{N}$ be a vector function where $D$ is a domain in $\mathbb{R}^{M}$. An orthonormal basis for $V_{N}$ is a set of $N$ unit vectors $e_{1}, e_{2}, \ldots, e_{N}$ such that $\boldsymbol{e}_{i} \cdot e_{j}=0$ for $i \neq j, i, j=1,2, \ldots, N$. Then for each point $P \in D$, we may represent $f$ by the formula

$$
\begin{equation*}
f(P)=\sum_{i=1}^{N} f_{i}(P) e_{i} \tag{16.11}
\end{equation*}
$$

where $f_{i}: D \rightarrow \mathbb{R}^{1}, i=1,2, \ldots, N$, are scalar functions from $D$ into $\mathbb{R}^{1}$. We can consider vector fields with domain in any space such as $V_{M}$ or $E_{M}$ (Euclidean space). Equation (16.11) illustrates what is meant in that case. We shall ordinarily assume that $D$ is in $\mathbb{R}^{M}$. The function $f$ is continuous at $P$ if and only if each $f_{i}, i=1,2, \ldots, N$, is continuous at $P$. We recall that the basic properties of functions from $\mathbb{R}^{M}$ into $\mathbb{R}^{1}$ were developed in Chapters 6,7 , and 8. Properties developed there which involve linear processes are easily transferred to functions $f$ from $\mathbb{R}^{M}$ into $V_{N}$.

For simplicity we shall usually consider functions $f$ from $\mathbb{R}^{N}$ into $V_{N}$, although many of the results developed below are valid with only modest changes if the dimension of the domain of $f$ is different from that of its range.

The definite integral of a vector function, defined below, is similar to the integral of a scalar function on $\mathbb{R}^{N}$ as given in Chapter 8.

Definition. Let $D$ be a domain in $\mathbb{R}^{N}$ and suppose that $\boldsymbol{u}: D \rightarrow V_{N}$ is a vector function. Let $F$ be a figure in $D$. The function $\boldsymbol{u}$ is integrable over $F$ if and only if there is a vector $L$ in $V_{N}$ with the following property: for every $\varepsilon>0$, there is a $\delta>0$ such that if $\Delta=\left\{F_{1}, F_{2}, \ldots, F_{n}\right\}$ is any subdivision of $F$ with mesh less than $\delta$ and $p_{1}, p_{2}, \ldots, p_{n}$ is any finite set of points with $p_{i}$ in $F_{i}$, then

$$
\left|\sum_{i=1}^{n} \boldsymbol{u}\left(p_{i}\right) V\left(F_{i}\right)-\boldsymbol{L}\right|<\varepsilon,
$$

where $V\left(F_{i}\right)$ is the volume of $F_{i}$. We call $L$ the integral of $\boldsymbol{u}$ over $F$ and we write

$$
L=\int_{F} \boldsymbol{u} d V
$$

If, for example, $\boldsymbol{u}$ is given in the form (16.11) so that

$$
\begin{equation*}
u(P)=\sum_{i=1}^{N} u_{i}(P) \boldsymbol{e}_{i}, \tag{16.12}
\end{equation*}
$$

then it is clear that $\boldsymbol{u}$ is integrable over $F$ if and only if each scalar function $u_{i}$ is integrable over $F$. Therefore if $\boldsymbol{L}$ exists it must be unique. In fact, if $\boldsymbol{u}$ is integrable and given by (16.12), we have

$$
\begin{equation*}
\int_{F} u d V=\sum_{i=1}^{N}\left(\int_{F} u_{i} d V\right) \boldsymbol{e}_{i} . \tag{16.13}
\end{equation*}
$$

Each coefficient on the right in (16.13) is an integral of a function from $\mathbb{R}^{N}$ into $\mathbb{R}^{1}$ as defined in Chapter 8.

Let $v$ be a vector in $V_{N}$ and denote by $\overrightarrow{p_{0} p}$ a directed line segment in $\mathbb{R}^{N}$ which represents $\boldsymbol{v}$. As usual, we use the notation $\boldsymbol{v}\left(\overrightarrow{p_{0} p}\right)$ for this vector.

Definitions. Let $p_{0}$ be a point in $\mathbb{R}^{N}$ and let $a$ be a unit vector in $V_{N}$. Suppose that $\boldsymbol{w}: D \rightarrow V_{N}$ is a vector function with domain $D$ in $\mathbb{R}^{N}$. We define the directional derivative of $\boldsymbol{w}$ in the direction $\boldsymbol{a}$ at $p_{0}$, denoted by $D_{\boldsymbol{a}} \boldsymbol{w}\left(p_{0}\right)$, by the formula

$$
D_{\boldsymbol{a}} \boldsymbol{w}\left(p_{0}\right)=\lim _{h \rightarrow 0} \frac{\boldsymbol{w}(p)-\boldsymbol{w}\left(p_{0}\right)}{h}
$$

where the point $p \in D$ is chosen so that $\boldsymbol{v}\left(\overrightarrow{p_{0} p}\right)=h a$ (see Figure 16.4). The vector function $\boldsymbol{w}$ is continuously differentiable in $D$ if and only if $\boldsymbol{w}$ and $D_{\boldsymbol{a}} \boldsymbol{w}$ are continuous on $D$ for every unit vector $a$ in $V_{N}$. We write $\boldsymbol{w} \in C^{1}(D)$.


Figure 16.4

In order to derive formulas for computing directional derivatives we require a coordinate system in $\mathbb{R}^{N}$. When we write $\boldsymbol{w}(p), p \in \mathbb{R}^{N}$ we indicate the coordinate-free character of the function. If a Cartesian coordinate system $\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ is introduced, then we write $\boldsymbol{w}\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ or $\boldsymbol{w}(x)$. If $e_{1}$, $e_{2}, \ldots, e_{N}$ is an orthonormal basis in $V_{N}$, we use coordinates to write

$$
\boldsymbol{w}(x)=\sum_{i=1}^{N} w_{i}(x) \boldsymbol{e}_{i},
$$

where each of the scalar functions $w_{i}(x)$ is now expressed in terms of a coordinate system. Strictly speaking we should use different symbols for a function $\boldsymbol{w}$ when expressed in terms of a particular coordinate system as compared with $\boldsymbol{w}$ defined in a purely geometric manner. However, it will be clear from the context whenever coordinates are used. Furthermore, we omit the statement and proofs of the theorems which show, for example, that a vector function $\boldsymbol{w}$ has a directional derivative if and only if $\boldsymbol{w}$ has one is an arbitrary Cartesian coordinate system, that $\boldsymbol{w}$ is continuous if and only if $\boldsymbol{w}(x)$ is, and so forth.

The following theorem establishes the formula for obtaining the directional derivative of scalar and vector fields.

## Theorem 16.6

(i) Let a be a unit vector in $V_{N}$. Suppose that $w: D \rightarrow \mathbb{R}^{1}$ is a continuously differentiable scalar field with domain $D \subset \mathbb{R}^{N}$. If $a$ has the representation $a=a_{1} e_{1}+a_{2} e_{2}+\cdots+a_{N} e_{N}$, then

$$
\begin{equation*}
D_{a} \boldsymbol{w}=\sum_{i=1}^{N} \frac{\partial w}{\partial x_{i}} a_{i} . \tag{16.14}
\end{equation*}
$$

(ii) If $\boldsymbol{w}: D \rightarrow V_{N}$ is a vector field and $\boldsymbol{w}=\sum_{i=1}^{N} w_{i} e_{i}$ then

$$
\begin{equation*}
D_{a} \boldsymbol{w}=\sum_{i=1}^{N} D_{a} w_{i} e_{i}=\sum_{i, j=1}^{N} w_{i, j} a_{j} e_{i} . \tag{16.15}
\end{equation*}
$$

Proof. (i) If $a$ is a unit vector in one of the coordinate directions, say $x_{j}$, then (16.14) holds since $D_{a} w$ is the partial derivative with respect to $x_{j}$. In the general case, we fix a point $x^{0}=\left(x_{1}^{0}, \ldots, x_{N}^{0}\right)$ and define

$$
\varphi(t)=w\left(x_{1}^{0}+a_{1} t, \ldots, x_{N}^{0}+a_{N} t\right) .
$$

Then $D_{a} w\left(x^{0}\right)$ is obtained by computing $\varphi^{\prime}(0)$ according to the Chain rule, Theorem 7.3. The proof of (ii) is an immediate consequence of formula (16.14) and the representation of $w$ in the form $\sum w_{i} e_{i}$.

The next theorem shows that the directional derivative of a scalar function may be expressed in terms of the scalar product of the given direction $a$ with a uniquely determined vector field. Observe that the result is independent of the coordinate system, although coordinates are used in the proof.

Theorem 16.7. Let $f: D \rightarrow \mathbb{R}^{1}$ be a continuously differentiable scalar field with domain $D$ in $\mathbb{R}^{N}$. Then there is a unique vector field $w: D \rightarrow V_{N}$ such that for each unit vector $a \in V_{N}$ and for each $p \in D$, the directional derivative of $f$ is given by the scalar product of $\boldsymbol{a}$ and $\boldsymbol{w}$ :

$$
\begin{equation*}
D_{a} f(p)=a \cdot w(p) \tag{16.16}
\end{equation*}
$$

If $e_{1}, e_{2}, \ldots, e_{N}$ is an orthonormal set of unit vectors in $V_{N}$, then $\boldsymbol{w}(x)$ may be computed by the formula

$$
\begin{equation*}
w(x)=\sum_{j=1}^{N} f_{, j}(x) e_{j} \quad \text { for each } x \in D \tag{16.17}
\end{equation*}
$$

Proof. From Formula (16.14), we find

$$
\begin{equation*}
D_{a} f(x)=\sum_{j=1}^{N} f_{, j}(x) a_{j} \tag{16.18}
\end{equation*}
$$

We now define $\boldsymbol{w}(x)$ by (16.17) and therefore the scalar product of $\boldsymbol{w}$ and $a$ yields (16.18). To show uniqueness, assume that $w^{\prime}$ is another vector field satisfying (16.16). Then $\left(\boldsymbol{w}-\boldsymbol{w}^{\prime}\right) \cdot \boldsymbol{a}=0$ for all unit vectors $a$. If $\boldsymbol{w}-\boldsymbol{w}^{\prime} \neq \mathbf{0}$, choose $a$ to be the unit vector in the direction of $\boldsymbol{w}-\boldsymbol{w}^{\prime}$, in which case $\left(\boldsymbol{w}-\boldsymbol{w}^{\prime}\right) \cdot \boldsymbol{a}=\left|\boldsymbol{w}-\boldsymbol{w}^{\prime}\right| \neq 0$, a contradiction.

Definition. The vector $\boldsymbol{w}$ defined by (16.16) in Theorem 16.7 is called the gradient of $f$ and is denoted by grad $f$ or $\nabla f$.

Remark. If $f$ is a scalar field from $\mathbb{R}^{N}$ into $\mathbb{R}^{1}$, then in general $f(p)=$ const. represents a hypersurface in $\mathbb{R}^{N}$. At any point $p$, a vector $a$ tangent to this hypersurface at $p$ has the property that $\sum_{i=1}^{N} f_{i}(p) \cdot a_{i}=0$ where $a=\sum_{i=1}^{N} a_{i} \boldsymbol{e}_{i}$. We conclude that $\nabla f$ is orthogonal to the hypersurface $f(p)=$ constant at each point $p$ on the hypersurface.

Example 1. Let $\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}$ be an orthonormal set of vectors in $V_{3}\left(\mathbb{R}^{3}\right)$. Given the scalar and vector functions

$$
\begin{aligned}
& f\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{3}+x_{2}^{3}+x_{3}^{3}-3 x_{1} x_{2} x_{3} \\
& u\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}^{2}-x_{2}+x_{3}\right) e_{1}+\left(2 x_{2}-3 x_{3}\right) e_{2}+\left(x_{1}+x_{3}\right) e_{3}
\end{aligned}
$$

and the vector $a=\lambda e_{1}+\mu e_{2}+v e_{3}, \lambda^{2}+\mu^{2}+v^{2}=1$, find $\nabla f$ and $D_{a} u$ in terms of $x_{1}, x_{2}, x_{3}, e_{1}, e_{2}, e_{3}$.

Solution. According to (16.17), we find

$$
\nabla f=3\left(x_{1}^{2}-x_{2} x_{3}\right) e_{1}+3\left(x_{2}^{2}-x_{1} x_{3}\right) e_{2}+3\left(x_{3}^{2}-x_{1} x_{2}\right) e_{3}
$$

Employing (16.15), we obtain

$$
D_{a} w=\left(2 x_{1} \lambda-\mu+v\right) e_{1}+(2 \mu-3 v) e_{2}+(\lambda+v) e_{3} .
$$

Theorem 16.8. Suppose that $f, g$, and $u$ are $C^{1}$ scalar fields with domain $D \subset \mathbb{R}^{N}$.

Let $h: \mathbb{R}^{1} \rightarrow \mathbb{R}^{1}$ be a $C^{1}$ function with the range of $u$ in the domain of $h$. Then

$$
\begin{gathered}
\nabla(f+g)=\nabla f+\nabla g, \quad \nabla(f g)=f \nabla g+g \nabla f, \\
\nabla\left(\frac{f}{g}\right)=\frac{1}{g^{2}}(g \nabla f-f \nabla g) \quad \text { if } g \neq 0, \quad \nabla h(u)=h^{\prime}(u) \nabla u .
\end{gathered}
$$

Proof. We prove the second formula, the remaining proofs being left to the reader. Let $e_{1}, e_{2}, \ldots, e_{N}$ be an orthonormal set in $V_{N}$. Then from the formula for $\nabla(f g)$ given by (16.17) it follows that

$$
\nabla(f g)=\sum_{j=1}^{N}(f g)_{, j} \boldsymbol{e}_{j}
$$

Performing the differentiations, we find

$$
\nabla(f g)=\sum_{j=1}^{N}\left(f g_{, j}+f_{, j} g\right) e_{j}=f \nabla g+g \nabla f
$$

The operator $\nabla$ carries a continuously differentiable scalar field from $\mathbb{R}^{N}$ to $\mathbb{R}^{1}$ into a continuous vector field from $\mathbb{R}^{N}$ to $V_{N}$. In a Cartesian coordinate system, we may write $\nabla$ symbolically according to the formula

$$
\nabla=\sum_{j=1}^{N} \frac{\partial}{\partial x_{j}} \boldsymbol{e}_{j} .
$$

However, the operator $\nabla$ has a significance independent of the coordinate system. Suppose that $\boldsymbol{w}$ is a vector field from $\mathbb{R}^{N}$ into $V_{N}$ which in coordinates may be written $\boldsymbol{w}=\sum_{j=1}^{N} w_{j} e_{j}$. We define the operator $\nabla \cdot \boldsymbol{w}$ by the formula

$$
\nabla \cdot \boldsymbol{w}=\sum_{j=1}^{N} \frac{\partial w_{j}}{\partial x_{j}}
$$

and we shall show that this operator, called the divergence operator, is independent of the coordinate system (Theorem 16.9 below).

Definitions. The support of a scalar function $f$ with domain $D$ is the closure of the set of points $p$ in $D$ where $f(p) \neq 0$. If the support of a function is a compact subset of $D$, we say that $f$ has compact support in $D$. If $f$ is a $C^{n}$ function for some nonnegative integer $n$, with compact support, we use the symbol $f \in C_{0}^{n}(D)$ to indicate this fact.

Lemma 16.2. Let $D$ be an open figure in $\mathbb{R}^{N}$ and suppose that $f \in C_{0}^{1}(D)$. Then

$$
\int_{D} f_{, j}(x) d V=0, \quad j=1,2, \ldots, N
$$

Proof. Let $S$ be the set of compact support of $f$. Then $f=0$ and $\nabla f=0$ on $D-S$. Let $R$ be any hypercube which contains $\bar{D}$ in its interior. We extend the definition of $f$ to be zero on $R-D$. Then integrating with respect to $x_{j}$
first and the remaining $N-1$ variables next, we find (in obvious notation)

$$
\begin{aligned}
\int_{D} f_{, j}(x) d V_{N} & =\int_{R} f_{, j}(x) d V_{N}=\int_{R^{\prime}}\left[\int_{a_{j}}^{b_{j}} f_{, j}(x) d x_{j}\right] d V_{N-1} \\
& =\int_{R^{\prime}}\left[f\left(b_{j}, x^{\prime}\right)-f\left(a_{j}, x^{\prime}\right)\right] d V_{N-1}=0 .
\end{aligned}
$$

The next lemma, useful in many branches of analysis, shows that a continuous function $f$ must vanish identically if the integral of the product of $f$ and all arbitrary smooth functions with compact support is always zero.

Lemma 16.3. Let $D$ be an open figure in $\mathbb{R}^{N}$ and suppose that the scalar function $f$ is continuous on D. If

$$
\begin{equation*}
\int_{D} f g d V_{N}=0 \quad \text { for all } \quad g \in C_{0}^{1}(D) \tag{16.19}
\end{equation*}
$$

then $f \equiv 0$ on $D$.
Proof. We prove the result by contradiction. Suppose there is an $x^{0} \in D$ such that $f\left(x^{0}\right) \neq 0$. We may assume $f\left(x^{0}\right)>0$, otherwise we consider $-f$. Since $f$ is continuous and $D$ is open, there is a ball in $D$ of radius $3 r_{0}$ and center $x^{0}$ on which $f>0$. Denoting distance from $x^{0}$ by $r$, we define the function

$$
g(x)= \begin{cases}1 & \text { for } 0 \leqslant r \leqslant r_{0} \\ \frac{1}{r_{0}^{3}}\left(2 r-r_{0}\right)\left(r-2 r_{0}\right)^{2} & \text { for } r_{0} \leqslant r \leqslant 2 r_{0} \\ 0 & \text { for } r \geqslant 2 r_{0}\end{cases}
$$

It is easily verified that $g(x) \in C_{0}^{1}(D)$ with $g(x) \geqslant 0$. We have

$$
\int_{D} f g d V_{N}=\int_{B\left(x^{0}, 3 r_{0}\right)} f g d V \geqslant \int_{B\left(x^{0}, r_{0}\right)} f g d V>0,
$$

which contradicts (16.19). Hence $f \equiv 0$ on $D$.
Remark. Lemma 16.3 remains valid if the functions $g$ in formula (16.19) are restricted to the class $C_{0}^{\infty}(D)$. To see this merely replace $g$ by its mollifier as defined in Chapter 15 and proceed with the same method of proof.

We now show that the divergence operator is independent of the coordinate system.

Theorem 16.9. Let $D$ be an open figure in $\mathbb{R}^{N}$ and suppose that $\boldsymbol{w} \in C^{1}(D)$ is a vector field. Then there is a unique scalar field $v$, continuous on $D$, such that for all $u \in C_{0}^{1}(D)$, we have

$$
\begin{equation*}
\int_{D}(u v+\nabla u \cdot w) d V=0 \tag{16.20}
\end{equation*}
$$

Furthermore, if $\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \ldots, \boldsymbol{e}_{N}$ is an orthonormal basis and if, for each point $x \in D$, $\boldsymbol{w}$ is given by

$$
\boldsymbol{w}(x)=\sum_{j=1}^{N} w_{j}(x) \boldsymbol{e}_{j}
$$

then

$$
\begin{equation*}
v(x)=\sum_{j=1}^{N} \frac{\partial}{\partial x_{j}} w_{j}(x) . \tag{16.21}
\end{equation*}
$$

Proof. Suppose that $\boldsymbol{w}$ is given and that $e_{1}, \ldots, \boldsymbol{e}_{N}$ is an orthonormal basis in some coordinate system. We define $v$ by (16.21). Let $u$ be any function in class $C_{0}^{1}(D)$. Then, according to Lemma 16.2,

$$
\begin{aligned}
\int_{D}(u v+\nabla u \cdot w) d V & =\int_{D} \sum_{j=1}^{N}\left(u \frac{\partial}{\partial x_{j}} w_{j}+\frac{\partial u}{\partial x_{j}} w_{j}\right) d V \\
& =\sum_{j=1}^{N} \int_{D} \frac{\partial}{\partial x_{j}}\left(u w_{j}\right) d V=0
\end{aligned}
$$

To show that $v$ is unique, suppose that $v^{\prime}$ is another scalar field which satisfies (16.20). By subtraction we get

$$
\int_{D}\left(v-v^{\prime}\right) u d V=0 \quad \text { for all } \quad u \in C_{0}^{1}(D)
$$

Thus $v^{\prime} \equiv v$ according to Lemma 16.3.

Definition. The scalar field $v$ determined by (16.20) in Theorem 16.9 and defined in any coordinate system by (16.21) is called the divergence of $w$. We use the notation $v=\operatorname{div} \boldsymbol{w}$ or $v=\nabla \cdot \boldsymbol{w}$. We note that $v$ is determined in (16.20) without reference to a coordinate system, although (16.21) is used for actual computations.

Theorem 16.10. Let $D$ be a domain in $\mathbb{R}^{N}$ and suppose that $\boldsymbol{w}, \boldsymbol{w}_{1}, \boldsymbol{w}_{2}, \ldots, \boldsymbol{w}_{n}$ are $C^{1}$ vector fields on $D$. Let $f$ be a $C^{1}$ scalar field on $D$ and suppose that $c_{1}$, $c_{2}, \ldots, c_{n}$ are real numbers. Then
(a) $\operatorname{div}\left(\sum_{j=1}^{n} c_{j} \boldsymbol{w}_{j}\right)=\sum_{j=1}^{n} c_{j} \operatorname{div} \boldsymbol{w}_{j}$.
(b) $\operatorname{div}(f \boldsymbol{w})=f \operatorname{div} \boldsymbol{w}+\nabla f \cdot \boldsymbol{w}$.

We leave the proof to the reader.
Example 2. Suppose that the origin of a coordinate system is at the center of the earth and $R$ is its radius. Denote by $g$ the acceleration due to gravity at the surface of the earth. For points $p$ in $\mathbb{R}^{3}$ let $r$ be the vector having $\overrightarrow{O p}$ as a representative, and set $r=|r|$. From classical physics it is known that the vector field of force due to gravity, denoted $v(p)$ and called the gravitational
field of the earth, is given approximately by

$$
v(p)=-\frac{g R^{2}}{r^{3}} r \quad \text { for } \quad r>R
$$

Show that $\operatorname{div} v(p)=0$ for $r>R$.
Solution. We use Part (b) of Theorem 16.10 to obtain

$$
\operatorname{div} v=\operatorname{div}\left(\frac{-g R^{2}}{r^{3}} r\right)=-\frac{g R^{2}}{r^{3}} \operatorname{div} r-\left(\nabla \frac{g R^{2}}{r^{3}}\right) \cdot \boldsymbol{r} .
$$

Next, we introduce the unit vectors $\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}$ and obtain

$$
\begin{gathered}
r=x_{1} e_{1}+x_{2} e_{2}+x_{3} e_{3}, \quad \operatorname{div} r=1+1+1=3 \\
r=\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2} \\
\nabla r=\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{-1 / 2}\left(x_{1} e_{1}+x_{2} e_{2}+x_{3} e_{3}\right)=\frac{r}{r}
\end{gathered}
$$

Using Theorem 16.8 and the above formulas, we find

$$
\operatorname{div} v=-\frac{3 g R^{2}}{r^{3}}-\left(\frac{-3 g R^{2}}{r^{4}}\right) \frac{r}{r} \cdot r=0
$$

The vector or cross product of two vectors in a three-dimensional vector space allows us to introduce a new differential operator acting on smooth vector fields. We shall define the operator without reference to a coordinate system although coordinates are used in all the customary computations. If $e_{1}, e_{2}, e_{3}$ is any orthonormal basis for $V_{3}$ we may construct the formal operator

$$
\begin{align*}
\nabla \times u & =\left|\begin{array}{ccc}
e_{1} & e_{2} & e_{3} \\
\frac{\partial}{\partial x_{1}} & \frac{\partial}{\partial x_{2}} & \frac{\partial}{\partial x_{3}} \\
u_{1} & u_{2} & u_{3}
\end{array}\right| \\
& =\left(\frac{\partial u_{3}}{\partial x_{2}}-\frac{\partial u_{2}}{\partial x_{3}}\right) e_{1}+\left(\frac{\partial u_{1}}{\partial x_{3}}-\frac{\partial u_{3}}{\partial x_{1}}\right) e_{2}+\left(\frac{\partial u_{2}}{\partial x_{1}}-\frac{\partial u_{1}}{\partial x_{1}}\right) e_{3} . \tag{16.22}
\end{align*}
$$

We note that if the symbol $\nabla$ is replaced by a vector $v$ with components $v_{1}$, $v_{2}, v_{3}$ and if the partial derivatives in (16.22) are replaced by these components, then we obtain the usual formula for the vector product of two vectors.

Theorem 16.11. Let $D$ be any set in $\mathbb{R}^{3}$ and let $u \in C^{1}(D)$ be a vector field into $V_{3}$. Suppose that $\mathbb{R}^{3}$ is given one of its two possible orientations. Then there is $a$ unique continuous vector field $\boldsymbol{w}$ from $D$ into $V_{3}$ such that

$$
\begin{equation*}
\operatorname{div}(u \times a)=w \cdot a \tag{16.23}
\end{equation*}
$$

for every constant vector $a$. If $e_{1}, e_{2}, e_{3}$ is any orthonormal basis of a coordinate system consistent with the orientation of $\mathbb{R}^{3}$, then the vector $\mathbf{w}$ is given by (16.22).

Proof. With the orthonormal basis $\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}$ given, we write $a=a_{1} \boldsymbol{e}_{1}+$ $a_{2} e_{2}+a_{3} e_{3}, u=u_{1} e_{1}+u_{2} e_{2}+u_{3} e_{3}$. The formula for the vector product yields

$$
\boldsymbol{u} \times \boldsymbol{a}=\left(u_{2} a_{3}-u_{3} a_{2}\right) \boldsymbol{e}_{1}+\left(u_{3} a_{1}-u_{1} a_{3}\right) \boldsymbol{e}_{2}+\left(u_{1} a_{2}-u_{2} a_{1}\right) \boldsymbol{e}_{3} .
$$

Using (16.21) for the divergence formula, we find

$$
\operatorname{div}(\boldsymbol{u} \times a)=a_{3} \frac{\partial u_{2}}{\partial x_{1}}-a_{2} \frac{\partial u_{3}}{\partial x_{1}}+a_{1} \frac{\partial u_{3}}{\partial x_{2}}-a_{3} \frac{\partial u_{1}}{\partial x_{2}}+a_{2} \frac{\partial u_{1}}{\partial x_{3}}-a_{1} \frac{\partial u_{2}}{\partial x_{3}} .
$$

If we denote by $w_{1}, w_{2}, w_{3}$ the coefficients in the right side of (16.22), then

$$
\operatorname{div}(\boldsymbol{u} \times \boldsymbol{a})=w_{1} a_{1}+w_{2} a_{2}+w_{3} a_{3} .
$$

That is, $\operatorname{div}(\boldsymbol{u} \times \boldsymbol{a})=\boldsymbol{w} \cdot \boldsymbol{a}$ where $\boldsymbol{w}=w_{1} \boldsymbol{e}_{1}+w_{2} \boldsymbol{e}_{2}+w_{3} \boldsymbol{e}_{3}$. The vector $\boldsymbol{w}$ is unique since if $\boldsymbol{w}^{\prime}$ were another such vector we would have $\boldsymbol{w} \cdot \boldsymbol{a}=\boldsymbol{w}^{\prime} \cdot \boldsymbol{a}$ for all unit vectors $\boldsymbol{a}$. This fact implies that $\boldsymbol{w}=\boldsymbol{w}^{\prime}$.

Definition. The vector $\boldsymbol{w}$ in Theorem 16.11 is called the curl of $\boldsymbol{u}$ and is denoted by curl $\boldsymbol{u}$ and $\nabla \times u$.

The elementary properties of the curl operator are given in the next theorem.
Theorem 16.12. Let $D$ be a domain in $\mathbb{R}^{3}$ and suppose that $\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{n}$ are $C^{1}$ vector fields from $D$ into $V_{3}$. Let $f$ be a $C^{1}$ scalar field on $D$ and $c_{1}, \ldots, c_{n}$ real numbers. Then
(a) $\operatorname{curl}\left(\sum_{j=1}^{n} c_{j} \boldsymbol{u}_{j}\right)=\sum_{j=1}^{n} c_{j}\left(\operatorname{curl} \boldsymbol{u}_{j}\right)$.
(b) $\operatorname{curl}(f u)=f \operatorname{curl} \boldsymbol{u}+\nabla f \times u$.
(c) $\operatorname{div}(\boldsymbol{u} \times \boldsymbol{v})=\boldsymbol{v} \cdot \operatorname{curl} \boldsymbol{u}-\boldsymbol{u} \cdot \operatorname{curl} \boldsymbol{v}$.
(d) curl $\nabla f=0$ provided that $\nabla f \in C^{1}(D)$.
(e) div curl $v=0$ provided that $v \in C^{2}(D)$.

Proof. We shall establish Part (b) and leave the remaining proofs to the reader. Let $\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}$ be an orthonormal basis and set $\boldsymbol{u}=u_{1} \boldsymbol{e}_{1}+u_{2} \boldsymbol{e}_{2}+u_{3} \boldsymbol{e}_{3}$. Then

$$
\begin{aligned}
\operatorname{curl}(f u)= & \left(\frac{\partial\left(f u_{3}\right)}{\partial x_{2}}-\frac{\partial\left(f u_{2}\right)}{\partial x_{3}}\right) \boldsymbol{e}_{1} \\
& +\left(\frac{\partial\left(f u_{1}\right)}{\partial x_{3}}-\frac{\partial\left(f u_{3}\right)}{\partial x_{1}}\right) e_{2}+\left(\frac{\partial\left(f u_{2}\right)}{\partial x_{1}}-\frac{\partial\left(f u_{1}\right)}{\partial x_{2}}\right) e_{3} .
\end{aligned}
$$

Therefore

$$
\begin{align*}
\operatorname{curl}(f u)= & f \operatorname{curl} \boldsymbol{u}+\left(u_{3} \frac{\partial f}{\partial x_{2}}-u_{2} \frac{\partial f}{\partial x_{3}}\right) e_{1} \\
& +\left(u_{1} \frac{\partial f}{\partial x_{3}}-u_{3} \frac{\partial f}{\partial x_{1}}\right) e_{2}+\left(u_{2} \frac{\partial f}{\partial x_{1}}-u_{1} \frac{\partial f}{\partial x_{2}}\right) e_{3} . \tag{16.24}
\end{align*}
$$

Recalling that $\nabla f=\left(\partial f / \partial x_{1}\right) e_{1}+\left(\partial f / \partial x_{2}\right) e_{2}+\left(\partial f / \partial x_{3}\right) e_{3}$ and using the
formula for the vector product, we see that (16.24) is precisely

$$
\operatorname{curl}(f u)=f \operatorname{curl} u+\nabla f \times u
$$

Remark. Part (d) in Theorem 16.12 states that if a vector $\boldsymbol{u}$ is the gradient of a scalar function $f$, that is if $\boldsymbol{u}=\nabla f$, then curl $\boldsymbol{u}=\mathbf{0}$. It is natural to ask whether or not the condition curl $\boldsymbol{u}=\mathbf{0}$ implies that $\boldsymbol{u}$ is the gradient of a scalar function $f$. Under certain conditions this statement is valid. In any Cartesian coordinate system, the condition $u=\nabla f$ becomes

$$
u_{1}=\frac{\partial f}{\partial x_{1}}, \quad u_{2}=\frac{\partial f}{\partial x_{2}}, \quad u_{3}=\frac{\partial f}{\partial x_{3}}
$$

or

$$
\begin{equation*}
d f=u_{1} d x_{1}+u_{2} d x_{2}+u_{3} d x_{3} \tag{16.25}
\end{equation*}
$$

Then the statement curl $u=0$ asserts that the right side of (16.25) is an exact differential.

Example 3. Let the vector field $\boldsymbol{u}$ be given (in coordinates) by

$$
u=2 x_{1} x_{2} x_{3} e_{1}+\left(x_{1}^{2} x_{3}+x_{2}\right) e_{2}+\left(x_{1}^{2} x_{2}+3 x_{3}^{2}\right) e_{3}
$$

Verify that curl $\boldsymbol{u}=\mathbf{0}$ and find the function $f$ such that $\nabla f=\boldsymbol{u}$.
Solution. Computing $\nabla \times u$ by Formula (16.22), we get

$$
\begin{aligned}
\operatorname{curl} u & =\left|\begin{array}{ccc}
e_{1} & e_{2} & e_{3} \\
\frac{\partial}{\partial x_{1}} & \frac{\partial}{\partial x_{2}} & \frac{\partial}{\partial x_{3}} \\
2 x_{1} x_{2} x_{3} & x_{1}^{2} x_{3}+x_{2} & x_{1}^{2} x_{2}+3 x_{3}^{2}
\end{array}\right| \\
& =\left(x_{1}^{2}-x_{1}^{2}\right) e_{1}+\left(2 x_{1} x_{2}-2 x_{1} x_{2}\right) e_{2}+\left(2 x_{1} x_{3}-2 x_{1} x_{3}\right) e_{3}=\mathbf{0} .
\end{aligned}
$$

We seek the function $f$ such that

$$
\frac{\partial f}{\partial x_{1}}=2 x_{1} x_{2} x_{3}, \quad \frac{\partial f}{\partial x_{2}}=x_{1}^{2} x_{3}+x_{2}, \quad \frac{\partial f}{\partial x_{3}}=x_{1}^{2} x_{2}+3 x_{3}^{2} .
$$

Integrating the first equation, we find

$$
f\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2} x_{2} x_{3}+C\left(x_{2}, x_{3}\right) .
$$

Differentiating this expression with respect to $x_{2}$ and $x_{3}$, we obtain

$$
\frac{\partial f}{\partial x_{2}}=x_{1}^{2} x_{3}+\frac{\partial C}{\partial x_{2}}=x_{1}^{2} x_{3}+x_{2} \quad \text { and } \quad \frac{\partial f}{\partial x_{3}}=x_{1}^{2} x_{2}+\frac{\partial C}{\partial x_{3}}=x_{1}^{2} x_{2}+3 x_{3}^{2}
$$

Thus it follows that

$$
\frac{\partial C}{\partial x_{2}}=x_{2}, \quad \frac{\partial C}{\partial x_{3}}=3 x_{3}^{2} \quad \text { or } \quad C=\frac{1}{2} x_{2}^{2}+K\left(x_{3}\right)
$$

where $K^{\prime}\left(x_{3}\right)=3 x_{3}^{2}$. Therefore $C\left(x_{2}, x_{3}\right)=\frac{1}{2} x_{2}^{2}+x_{3}^{3}+K_{1}$ with $K_{1}$ a constant. Hence

$$
f\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2} x_{2} x_{3}+\frac{1}{2} x_{2}^{2}+x_{3}^{3}+K_{1} .
$$

## Problems

1. Let $D$ be a domain in $\mathbb{R}^{N}$ and suppose that $\boldsymbol{u}: D \rightarrow V_{N}$ is a vector function. If $F$ is a figure in $D$ and if $\int_{F} u d V$ exists, prove that the value is unique.
2. Suppose that $\boldsymbol{u}: D \rightarrow V_{N}$ is integrable over some figure $F$ in $D$. If $u(x)=\sum_{j=1}^{N} u_{j}(x) e_{j}$ for some orthonormal basis $e_{1}, \ldots, e_{N}$, write a detailed proof of the formula

$$
\int_{F} u d V=\sum_{j=1}^{N}\left(\int_{F} u_{j} d V\right) e_{j} .
$$

3. Suppose that $u: \mathbb{R}^{2} \rightarrow V_{2}$ is given by $u\left(x_{1}, x_{2}\right)=\left(x_{1}^{2}-x_{2}^{2}\right) e_{1}+2 x_{1} x_{2} e_{2}$. Find $\int_{F} u d V$ where $F=\left\{\left(x_{1}, x_{2}\right): x_{1}^{2}+x_{2}^{2} \leqslant 1\right\}$.
In each of the following Problems 4 through 7 express $\nabla f(x)$ in terms of $\left(x_{1}, x_{2}, x_{3}\right)$ and $\left(e_{1}, e_{1}, e_{3}\right)$ and compute $D_{a} f(\bar{x})$ where $a$ is the given unit vector and $\bar{x}$ is the given point.
4. $f(x)=2 x_{1}^{2}+x_{2}^{2}-x_{1} x_{3}-x_{3}^{2}, \quad a=(1 / 3)\left(2 e_{1}-2 e_{2}-e_{3}\right), \quad \bar{x}=(1,-1,2)$.
5. $f(x)=x_{1}^{2}+x_{1} x_{2}-x_{2}^{2}+x_{3}^{2}, \quad a=(1 / 7)\left(3 e_{1}+2 e_{2}-6 e_{3}\right), \quad \bar{x}=(2,1,-1)$.
6. $f(x)=e^{x_{1}} \cos x_{2}+e^{x_{2}} \cos x_{3}, \quad a=(1 / \sqrt{3})\left(e_{1}-e_{2}+e_{3}\right), \quad \bar{x}=(1, \pi,-1 / 2)$.
7. $f(x)=x_{1}^{2} \log \left(1+x_{2}^{2}\right)-x_{3}^{3}, \quad a=(1 / \sqrt{10})\left(3 e_{1}+e_{3}\right), \quad \bar{x}=(1,0,-2)$.

In each of Problems 8 and 9 express $D_{a} w(x)$ in terms of $\left(x_{1}, x_{2}, x_{3}\right)$ and $\left(e_{1}, e_{2}, e_{3}\right)$. Find the value at $\bar{x}$ as given.
8. $w(x)=x_{2} x_{3} e_{1}+x_{1} x_{3} e_{2}+x_{1} x_{2} e_{3}, \quad a=(1 / 3)\left(e_{1}+2 e_{2}-2 e_{3}\right), \quad \bar{x}=(1,2,-1)$.
9. $w(x)=\left(x_{1}-2 x_{2}\right) e_{1}+x_{2} x_{3} e_{2}-\left(x_{2}^{2}-x_{3}^{2}\right) e_{3}, \quad a=(1 / \sqrt{14})\left(3 e_{1}+2 e_{2}-e_{3}\right), \bar{x}=$ $(2,-1,3)$.
10. Prove the first, third, and fourth formulas in Theorem 16.8.
11. Show that Lemma 16.3 remains valid if the functions $g$ in Formula (16.19) are restricted to the class $C_{0}^{\infty}(D)$.
12. Prove Theorem 16.10.

In each of Problems 13 through 17 find the value of $\operatorname{div} v(x)$ at the given point $\bar{x}$.
13. $v(x)=x_{1} x_{2} e_{1}+x_{3}^{2} e_{2}-x_{1}^{2} e_{3}, \quad \bar{x}=(1,0,1)$.
14. $v(x)=\left(x_{1}^{2}-x_{2} x_{3}\right) e_{1}+\left(x_{2}^{2}-x_{1} x_{3}\right) e_{2}+\left(x_{3}^{2}-x_{1} x_{2}\right) e_{3}, \quad \bar{x}=(2,-1,1)$.
15. $v(x)=\nabla u, \quad u(x)=3 x_{1} x_{2}^{2}-x_{2}^{3}+x_{3}, \quad \bar{x}=(-1,1,2)$.
16. $v(x)=r^{-n} r, \quad r=x_{1} e_{1}+x_{2} e_{2}+x_{3} e_{3}, \quad r=|r|, \quad \bar{x}=(2,1,-2)$.
17. $\boldsymbol{v}=\boldsymbol{a} \times \boldsymbol{r}, \quad \boldsymbol{r}=x_{1} \boldsymbol{e}_{1}+x_{2} \boldsymbol{e}_{2}+x_{3} e_{3}, \quad \boldsymbol{a}=$ constant vector, $\quad \bar{x}=\left(x_{1}^{0}, x_{2}^{0}, x_{3}^{0}\right)$.

In each of Problems 18 through 20, find curl $v$ in terms of $\left(x_{1}, x_{2}, x_{3}\right)$ and $\left(e_{1}, e_{2}, e_{3}\right)$. If curl $\boldsymbol{v}=0$ find the function $f$ such that $\nabla f=\boldsymbol{v}$.
18. $\boldsymbol{v}(x)=\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{-1}\left(x_{1} e_{1}+x_{2} e_{2}+x_{3} e_{3}\right)$.
19. $\boldsymbol{v}(x)=\left(x_{1}^{2}+x_{2} x_{3}\right) e_{1}+\left(x_{2}^{2}+x_{1} x_{3}\right) e_{2}+\left(x_{3}^{2}+x_{1} x_{2}\right) e_{3}$.
20. $v(x)=e^{x_{1}}\left(\sin x_{2} \cos x_{3} e_{1}+\sin x_{2} \sin x_{3} e_{2}+\cos x_{2} e_{3}\right)$.
21. Find curl $v$ where $v$ is the gravitation field given in Example 2.
22. Prove Parts (a), (c), (d), and (e) of Theorem 16.12.
23. Find a formula for curl(curl $u)$ in terms of $\left(x_{1}, x_{2}, x_{3}\right)$ and $\left(e_{1}, e_{2}, e_{3}\right)$ if $u=u_{1} e_{1}+$ $u_{2} e_{2}+u_{3} e_{3}$ and each of the $u_{i}$ is a $C^{2}$ function on $\mathbb{R}^{3}$.

### 16.3. Line Integrals in $\mathbb{R}^{N}$

Let $I=\{t: a \leqslant t \leqslant b\}$ be an interval and $f$ a vector function with domain $I$ and range $D$, a subset of $V_{N}$. We consider in $\mathbb{R}^{N}$ the directed line segments having base at the origin 0 which represent the vectors $f$ in $D$. The heads of these directed line segments trace out a curve in $\mathbb{R}^{N}$ which we denote by $C$. In Figure $16.5, \overrightarrow{0 P}$ represents a vector in $D$, the range of $f$. We recall that if $f$ is continuous and the curve $C$ has finite length, then we say that $C$ is a rectifiable path (see Section 16.1).

Let $g$ be a continuous vector function from $C$ into $V_{N}$. If $f$, as defined above, is rectifiable then we can determine the Riemann-Stieltjes integral of $g$ with respect to $f$. To do so we introduce a coordinate system with an orthonormal basis $e_{1}, e_{2}, \ldots, e_{N}$ in $V_{N}$, although the formula we shall obtain will be independent of the coordinate system. We write

$$
\begin{align*}
g(x) & =g_{1}(x) e_{1}+\cdots+g_{N}(x) e_{N}, \\
f(t) & =f_{1}(t) e_{1}+\cdots+f_{N}(t) e_{N}, \quad x \in C, t \in I . \tag{16.26}
\end{align*}
$$

If $f$ is rectifiable, then the functions $f_{i}: I \rightarrow \mathbb{R}^{1}, i=1,2, \ldots, N$, are continuous and of bounded variation. Also, if $\boldsymbol{g}$ is continuous, then the functions $g_{i}: C \rightarrow$ $\mathbb{R}^{N}, i=1,2, \ldots, N$, are continuous. Using the notation $g_{i}[f(t)]$ for $g_{i}\left[f_{1}(t)\right.$,


Figure 16.5. The curve $f(t)$.
$\left.\ldots, f_{N}(t)\right]$, we observe that the following Riemann-Stieltjes integrals exist:

$$
\begin{equation*}
\int_{a}^{b} g_{i}[f(t)] d f_{i}(t), \quad i=1,2, \ldots, N \tag{16.27}
\end{equation*}
$$

We now establish the basic theorem for the existence of a Riemann-Stieltjes integral of a vector function $g$ with respect to a vector function $f$.

Theorem 16.13. Suppose that $f: I \rightarrow V_{N}$ is a vector function and that the range $C$ in $\mathbb{R}^{N}$ as defined above by the radius vector $r(t)=v(O P)$ is a rectifiable path. Let $g$ be a continuous vector field from $C$ into $V_{N}$. Then there is a number $L$ with the following property: for every $\varepsilon>0$, there is a $\delta>0$ such that for any subdivision $\Delta$ : $a=t_{0}<t_{1}<\cdots<t_{n}=b$ with mesh less than $\delta$ and any choices of $\xi_{i}$ with $t_{i-1} \leqslant \xi_{i} \leqslant t_{i}$, it follows that

$$
\begin{equation*}
\left|\sum_{i=1}^{n} g\left[f\left(\xi_{i}\right)\right] \cdot\left[r\left(t_{i}\right)-r\left(t_{i-1}\right)\right]-L\right|<\varepsilon . \tag{16.28}
\end{equation*}
$$

The number $L$ is unique.
Proof. We introduce an orthonormal set $e_{1}, e_{2}, \ldots, e_{N}$ in $V_{N}$ and write $g$ and $f$ in the form (16.26). Then we set

$$
L=\sum_{i=1}^{N} \int_{a}^{b} g_{i}[f(t)] d f_{i}(t)
$$

and it is clear that each of the integrals exists. Replacing each integral by its Riemann sum, we obtain Inequality (16.28).

Definition. We write $L=\int_{a}^{b} g[f(t)] \cdot d f(t)$ and we call this number the Rie-mann-Stieltjes integral of $g$ with respect to $f$.

Example 1. Given $\boldsymbol{f}$ and $\boldsymbol{g}$ defined by

$$
f(t)=t^{2} e_{1}+2 t e_{2}-t e_{3}, \quad g(x)=\left(x_{1}^{2}+x_{3}\right) e_{1}+x_{1} x_{3} e_{2}+x_{1} x_{2} e_{3}
$$

Find $\int_{0}^{1} g \cdot d f$.
Solution. We have

$$
\begin{aligned}
\int_{0}^{1} g & {[f(t)] \cdot d f(t) } \\
& =\int_{0}^{1}\left[\left(t^{4}-t\right) e_{1}+t^{2}(-t) e_{2}+t^{2}(2 t) e_{3}\right] \cdot\left[d\left(t^{2} e_{1}+2 t e_{2}-t e_{3}\right)\right] \\
& =\int_{0}^{1}\left[\left(t^{4}-t\right) \cdot 2 t+t^{2}(-t) \cdot 2+t^{2}(2 t)(-1)\right] d t=-\frac{4}{3}
\end{aligned}
$$

Let $I_{1}=\left\{t: a_{1} \leqslant t \leqslant b_{1}\right\}$ and $I_{2}=\left\{t: a_{2} \leqslant t \leqslant b_{2}\right\}$ be any intervals and
suppose that $f_{1}: I_{1} \rightarrow C$ and $f_{2}: I_{2} \rightarrow C$ are one-to-one mappings onto a path $C$ in $\mathbb{R}^{N}$, as described at the beginning of this section. We saw in Theorem 16.1 that there is a continuous function $U: I_{1} \rightarrow I_{2}$ such that

$$
\begin{equation*}
f_{1}(t)=f_{2}[U(t)] \quad \text { for } t \in I_{1}, \tag{16.29}
\end{equation*}
$$

and that $U$ is either increasing on $I_{1}$ or decreasing on $I_{1}$. If $C$ is rectifiable and $g: C \rightarrow V_{N}$ is continuous, then

$$
\int_{a_{1}}^{b_{1}} g\left[f_{1}(t)\right] \cdot d f_{1}(t)= \pm \int_{a_{2}}^{b_{2}} g\left[f_{2}(u)\right] \cdot d f_{2}(u),
$$

the plus sign corresponding to $U$ increasing and the minus sign to $U$ decreasing on $I_{1}$.

Definitions. Let $f: I \rightarrow V_{N}$ define an arc $C$ in $\mathbb{R}^{N}$ by means of the radius vector $\boldsymbol{r}(t)=\boldsymbol{v}(\overrightarrow{0 P})$, where $\overrightarrow{0 P}$ represents $f$. We consider the collection $\mathscr{A}$ of all functions $f_{\alpha}: I_{\alpha} \rightarrow V_{N}$ such that the range of $f_{\alpha}$ is $C$ and $f_{\alpha}$ is related to $f$ by an equation such as (16.29) with $U_{\alpha}$ increasing. We define a directed arc, denoted $\vec{C}$, as the ordered pair ( $C, \mathscr{A}$ ). Any function $f_{\alpha}$ in $\mathscr{A}$ is a parametric representation of $\vec{C}$. From Theorem 16.1 it follows that there are exactly two directed arcs $\vec{C}_{1}$ and $\vec{C}_{2}$ corresponding to an undirected arc $C$. We write $\left|\vec{C}_{1}\right|=\left|\vec{C}_{2}\right|=$ $C$. If $f_{1}$ is a parametric representation of $C_{1}$ and $\vec{f}_{2}$ is one of $\vec{C}_{2}$, then $f_{1}$ and $f_{2}$ are related according to (16.29) with $U$ decreasing. It is therefore appropriate to write $\vec{C}_{1}=-\vec{C}_{2}$ (see Figure 16.6).

The Riemann-Stieltjes integral along a directed arc $\vec{C}$ with radius vector $r$ is defined by the formula

$$
\begin{equation*}
\int_{\vec{c}} g(r) \cdot d r=\int_{a}^{b} g[f(t)] \cdot d f(t) \tag{16.30}
\end{equation*}
$$

where $f$ is a parametric representation of $\vec{C}$. It is not difficult to see that the integral along a directed arc as in (16.30) depends only on $g$ and $\vec{C}$ and not on the particular parametric representation of $\vec{C}$. Also, it follows at once that

$$
\int_{-\vec{c}} g(r) \cdot d r=-\int_{\vec{c}} g(r) \cdot d r .
$$



Figure 16.6. Directed and undirected arcs.

A directed arc may be decomposed into the union of directed subarcs. Let $I=\{t: a \leqslant t \leqslant b\}$ be decomposed into the subdivision $I_{k}=\left\{t: t_{k-1} \leqslant t \leqslant t_{k}\right\}$, $k=1,2, \ldots, n$, with $t_{0}=a$ and $t_{n}=b$. If $\vec{C}$ has the representation $f: I \rightarrow V_{n}$, define $f_{k}: I_{k} \rightarrow V_{N}$ as the restriction of $f$ to the interval $I_{k}$. Then each function $f_{k}$ determines a directed arc $\vec{C}_{k}$ and we may write

$$
\vec{C}=\vec{C}_{1}+\vec{C}_{2}+\cdots+\vec{C}_{k}
$$

The following result is an immediate consequence of the basic properties of Riemann-Stieltjes integrals.

## Theorem 16.14

(a) Suppose that $\vec{C}$ is a rectifiable arc and that $\vec{C}=\vec{C}_{1}+\vec{C}_{2}+\cdots+\vec{C}_{n}$. If $g$ is continuous on $\vec{C}$, then

$$
\begin{equation*}
\int_{\vec{C}} g(r) \cdot d r=\sum_{k=1}^{n} \int_{\vec{c}_{k}} g(r) \cdot d r . \tag{16.31}
\end{equation*}
$$

(b) Suppose that $\vec{C}$ has a piecewise smooth representation $f$ and that $g$ is continuous on $|\vec{C}|$. Then

$$
\begin{equation*}
\int_{\vec{c}} g(r) \cdot d \boldsymbol{r}=\int_{a}^{b} g[f(t)] \cdot \boldsymbol{f}^{\prime}(t) d t \tag{16.32}
\end{equation*}
$$

Remark. If $f$ is piecewise smooth then the integral on the right in (16.32) may be evaluated by first decomposing $\vec{C}$ into subarcs, each of which has a smooth representation, and then using (16.3) to add up the integrals evaluated by a smooth $f$ on the individual subarcs. We give an illustration.

EXAMPLE 2. In $V_{3}$, let $g_{\vec{C}}=2 x_{1} e_{1}-3 x_{2} e_{2}+x_{3} e_{3}$ and define the arc $\vec{C}$ as the union $\vec{C}_{1}+\vec{C}_{2}$ where $\vec{C}_{1}$ is the directed line segment from $(1,0,1)$ to $(2,0,1)$, and $\vec{C}_{2}$ is the directed line segment from $(2,0,1)$ to $(2,0,4)$ (see Figure 16.7). Find the value of $\int_{\vec{c}} g(r) \cdot d r$.
Solution. $\vec{C}_{1}=\left\{r: r=x_{1} e_{1}+e_{3}, 1 \leqslant x_{1} \leqslant 2\right\}$ and $\vec{C}_{2}=\left\{r: r=2 e_{1}+x_{3} e_{3}\right.$, $\left.1 \leqslant x_{3} \leqslant 4\right\}$. On $\vec{C}_{1}$, we have

$$
d r=\left(d x_{1}\right) e_{1}
$$

and on $\vec{C}_{2}$,

$$
d r=\left(d x_{3}\right) e_{3}
$$

Therefore

$$
\int_{\vec{c}_{1}} g \cdot d r=\int_{1}^{2} 2 x_{1} d x_{1}=3 \text { and } \int_{\vec{c}_{2}} g \cdot d r=\int_{1}^{4} x_{3} d x_{3}=\frac{15}{2} .
$$

We conclude that

$$
\int_{\overrightarrow{\boldsymbol{c}}} g \cdot d r=\frac{21}{2}
$$



Figure 16.7

If a function $g$ is continuous on a domain $D$ in $\mathbb{R}^{N}$, then $\int_{\vec{c}} g \cdot d r$ will depend on the path $\vec{C}$ chosen in $D$. However, there are certain situations in which the value of the integral will be the same for all paths $\vec{C}$ in $D$ which have the same endpoints. Under such circumstances we say the integral is independent of the path. The next result illustrates this fact.

Theorem 16.15. Suppose that $u$ is a continuously differentiable scalar field on a domain $D$ in $\mathbb{R}^{N}$ and that $p, q$ are points of $D$. Let $\vec{C}$ be any piecewise smooth path with representation $f$ such that $f(t) \in D$ for all $t$ on $I=\{t: a \leqslant t \leqslant b\}$, the domain of $f$. Suppose that $f(a)=p, f(b)=q$. Then

$$
\int_{\vec{C}} \nabla u \cdot d r=u(q)-u(p)
$$

Proof. Because of Part (a) in Theorem 16.14 it suffices to prove the result for $\boldsymbol{f}$ smooth rather than piecewise smooth. Let $\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \ldots, \boldsymbol{e}_{N}$ be an orthonormal basis. Define

$$
G(t)=u[f(t)] \quad \text { for } \quad t \in I,
$$

with $f(t)=f_{1}(t) e_{1}+\cdots+f_{N}(t) e_{N}$. Using the Chain rule we find

$$
G^{\prime}(t)=\sum_{i=1}^{N} u_{, i}[f(t)] f_{i}^{\prime}(t)=\nabla u[f(t)] \cdot f^{\prime}(t)
$$

Hence

$$
\begin{aligned}
\int_{\vec{C}} \nabla u \cdot d r=\int_{a}^{b} \nabla u[f(t)] \cdot f^{\prime}(t) d t & =\int_{a}^{b} G^{\prime}(t) d t=G(b)-G(a) \\
& =u(q)-u(p)
\end{aligned}
$$

Next we establish a converse of Theorem 16.15.


Figure 16.8
Theorem 16.16. Let $v$ be a continuous vector field with domain $D$ in $\mathbb{R}^{N}$ and range in $V_{N}$. Suppose that for every smooth arc $\vec{C}$ lying entirely in $D$, the value of

$$
\int_{\vec{c}} v \cdot d r
$$

is independent of the path. Then there is a continuously differentiable scalar field $u$ on $D$ such that $\nabla u(p)=v(p)$ for all $p \in D$.

Proof. Let $p_{0}$ be a fixed point of $D$ and suppose that $\vec{C}$ is any smooth path in $D$ from $p_{0}$ to a point $p$. Define

$$
u(p)=\int_{\vec{c}} v \cdot d r
$$

which, because of the hypothesis on $\boldsymbol{v}$, does not depend on $\vec{C}$. Let $p_{1}$ be any point of $D$ and $\vec{C}_{0}$ and arc from $p_{0}$ to $p_{1}$. Extend $\vec{C}_{0}$ at $p_{1}$ by adding a straight line segment $\vec{L}$ which begins at $p_{1}$ in such a way that the extended $\operatorname{arc} \vec{C}_{0}+\vec{L}$ is smooth. Denote by $a$ the unit vector in the direction $\vec{L}$ (see Figure 16.8). We introduce a coordinate system in $\mathbb{R}^{N}$ and designate the coordinates of $p_{1}$ by $x^{0}$. Then any point $q$ on $\vec{L}$ will have coordinates $x^{0}+t a$ for $t \in \mathbb{R}^{1}$. Thus, if $h>0$ we find

$$
\frac{1}{h}\left[u\left(x^{0}+h a\right)-u\left(x^{0}\right)\right]=\frac{1}{h} \int_{x^{0}}^{x^{0}+h a} v(t) \cdot a d t
$$

Therefore

$$
\begin{aligned}
\lim _{h \rightarrow 0^{+}} \frac{1}{h}\left[u\left(x^{0}+h \boldsymbol{a}\right)-u\left(x^{0}\right)\right] & =\boldsymbol{v}\left(x^{0}\right) \cdot \boldsymbol{a} \\
\lim _{h \rightarrow 0^{-}} \frac{1}{h}\left[u\left(x^{0}+h \boldsymbol{a}\right)-u\left(x^{0}\right)\right] & =-\lim _{k \rightarrow 0} \frac{1}{k}\left[u\left(x^{0}-k \boldsymbol{a}\right)-u\left(x^{0}\right)\right] \\
& =-\boldsymbol{v}\left(x^{0}\right) \cdot(-\boldsymbol{a})=\boldsymbol{v}\left(x^{0}\right) \cdot \boldsymbol{a} .
\end{aligned}
$$

This procedure can be carried out for any arc $\vec{C}_{0}$ passing through $p_{1}$ with $\boldsymbol{a}$ a unit vector in any direction. From Theorem 16.7 it follows that $\nabla u=v$ at $x^{0}$, an arbitrary point of $D$.

Suppose that $u$ is a smooth scalar field in $\mathbb{R}^{3}$. We saw earlier that if $v=\nabla u$ then it follows that curl $\boldsymbol{v}=\mathbf{0}$. On the other hand if $\boldsymbol{v}$ is a given vector field such that curl $v=0$ in a domain $D$, it is not necessarily true that $v$ is the gradient of a scalar field in $D$. In fact, the following example shows that the integral of $v$ may not be path-independent, in which case $v$ cannot be the gradient of a scalar field. To see this, we set

$$
v=\left(x_{1}^{2}+x_{2}^{2}\right)^{-1}\left(-x_{2} e_{1}+x_{1} e_{2}+0 \cdot e_{3}\right)
$$

with $D=\left\{\left(x_{1}, x_{2}, x_{3}\right): \frac{1}{2} \leqslant x_{1}^{2}+x_{2}^{2} \leqslant \frac{3}{2},-1 \leqslant x_{3} \leqslant 1\right\}$. We choose for $\vec{C}$ the path $r(t)=(\cos t) e_{1}+(\sin t) \cdot e_{2}+0 \cdot e_{3}, 0 \leqslant t \leqslant 2 \pi$. Then

$$
\int_{\vec{C}} v \cdot d r=\int_{0}^{2 \pi} d t=2 \pi
$$

However, if the integral were independent of the path its value should be zero since the initial and terminal points of $\vec{C}$ are the same. The difficulty arises because the path $\vec{C}$ encloses a singularity of $v$ on the line $x_{1}=x_{2}=0$ whereas the cylindrical domain $D$ does not contain this line.

If a smooth vector field $\boldsymbol{v}$ is defined in a domain which is not merely connected but also simply connected (as defined below), then we shall prove that if curl $\boldsymbol{v}=\mathbf{0}$ then $\boldsymbol{v}$ is the gradient of a scalar field $u$.

Definition. Let $D$ be a domain in $\mathbb{R}^{N}$. Then $D$ is simply connected if and only if whenever $f_{0}$ and $f_{1}$ are paths from $I=\{t: a \leqslant t \leqslant b\}$ into $D$ with $f_{0}(a)=$ $f_{1}(a)$ and $f_{0}(b)=f_{1}(b)$, there exists a function $f(t, s)$ which is continuous for $t \in I$ and $s \in J=\{s: 0 \leqslant s \leqslant 1\}$, has range in $D$, and has the properties:

$$
\begin{align*}
& f(t, 0)=f_{0}(t), \\
& f(t, 1)=f_{1}(t), \\
& f(a, s)=f_{0}(a)=f_{1}(a) \quad \text { for all } \quad s \in J, \\
& f(b, s)=f_{0}(b)=f_{1}(b) \quad \text { for all } \quad s \in J . \tag{16.33}
\end{align*}
$$

In other words, a domain $D$ is simply connected if any two paths situated in $D$ which have the same starting and ending points can be deformed continuously one into the other without leaving $D$ (see Figure 16.9).

The following technical lemma shows that in general the function $f(t, s)$ used for deforming one path into another in a simply connected domain can be chosen so that it has certain smoothness properties. For the proof, see Problem 17 at the end of this section and the hints given there.
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Lemma 16.4. Let $I=\{t: a \leqslant t \leqslant b\}$ and $J=\{s: 0 \leqslant s \leqslant 1\}$ be intervals. Let $D$ be a simply connected domain in $\mathbb{R}^{N}$ and suppose that $f_{0}$ and $f_{1}$ with domain $I$ are smooth paths in $D$ for which $f_{0}(a)=f_{1}(a)$ and $f_{0}(b)=f_{1}(b)$. Then there is a continuous function $f(t, s)$ with domain $R=I \times J$ and with range in $D$ satisfying conditions (16.33) and also the conditions: (i) $(\partial / \partial t) f$ is continuous in $R$; and (ii), there is a sifficiently large integer $n$ so that, for each $t \in I$, the function $f$ is linear in $s$ on $J_{i}=\{s:(1 / n)(i-1) \leqslant s \leqslant(1 / n) i\}, i=1,2, \ldots, n$, with $\partial f / \partial s$ and $\partial^{2} f / \partial t \partial s$ uniformly continuous on each rectangle $I \times J_{i}$.

Theorem 16.17. Suppose that $v$ is a continuously differentiable vector field on a simply connected domain $D$ in $\mathbb{R}^{3}$ and that curl $v=0$ on $D$. Then there is a continuously differentiable scalar field $u$ on $D$ such that $v=\nabla u$.

Proof. We need only show that $\int_{\vec{c}} \boldsymbol{v} \cdot d \boldsymbol{r}$ is independent of the path. To do this let $p$ and $q$ be two points of $D$ and let $f_{0}$ and $f_{1}$ represent two smooth paths $\vec{C}_{0}$ and $\vec{C}_{1}$ in $D$ such that $f_{0}(a)=f_{1}(a)=p$ and $f_{0}(b)=f_{1}(b)=q$. We choose a coordinate system with orthonormal basis $e_{1}, e_{2}, e_{3}$ and write $v=v_{1} e_{1}+$ $v_{2} e_{2}+v_{3} e_{3}$. From Lemma 16.4 there is a function $f(t, s)=f_{1} e_{1}+f_{2} e_{2}+$ $f_{3} e_{3}$ which is differentiable in $t$, piecewise linear in $s$ and satisfies conditions (16.33). We define the function

$$
\varphi(s)=\int_{a}^{b}\left[v_{1}(f)\left(\partial f_{1} / \partial t\right)+v_{2}(f)\left(\partial f_{2} / \partial t\right)+v_{3}(f)\left(\partial f_{3} / \partial t\right)\right] d t .
$$

Then from (16.33) it follows that

$$
\begin{aligned}
& \varphi(0)=\int_{a}^{b} v\left(f_{0}\right) \cdot f_{0}^{\prime} d t=\int_{\vec{c}_{0}} v \cdot d r, \\
& \varphi(1)=\int_{a}^{b} v\left(f_{1}\right) \cdot f_{1}^{\prime} d t=\int_{\vec{c}_{1}} v \cdot d r .
\end{aligned}
$$

We shall show that $\varphi^{\prime}(s) \equiv 0$, which implies that the desired integral is independent of the path. Since $\boldsymbol{v}, \boldsymbol{f}$, and $\partial \boldsymbol{f} / \partial t$ are continuous, it follows that $\varphi$ is continuous for $s \in J=\{s: 0 \leqslant s \leqslant 1\}$. On each subinterval $J_{i}=$ $\{s:(1 / n)(i-1) \leqslant s \leqslant(1 / n) i\}$, we know that $\partial f / \partial s$ and $\partial^{2} f / \partial t \partial s$ are uniformly
continuous. Therefore we may differentiate $\varphi$ and obtain

$$
\begin{gathered}
\varphi^{\prime}(s)=\int_{a}^{b} \sum_{i=1}^{3}\left\{v_{i}(f) \frac{\partial^{2} f_{i}}{\partial s \partial t}+\sum_{j=1}^{3} v_{i, j}(f) \frac{\partial f_{i}}{\partial t} \frac{\partial f_{j}}{\partial s}\right\} d t \\
\frac{i-1}{n}<s<\frac{i}{n}
\end{gathered}
$$

Integrating by parts in the terms containing $\partial f_{i} / \partial t \partial s$, we find

$$
\begin{align*}
\varphi^{\prime}(s)= & \sum_{i=1}^{3}\left\{v_{i}[f(b, s)] \frac{\partial f_{i}(b, s)}{\partial s}-v_{i}[f(a, s)] \frac{\partial f_{i}(a, s)}{\partial s}\right. \\
& \left.+\int_{a}^{b} \sum_{i, j=1}^{3}\left(v_{i, j} \frac{\partial f_{i}}{\partial t} \frac{\partial f_{j}}{\partial s}-v_{i, j} \frac{\partial f_{i}}{\partial s} \frac{\partial f_{j}}{\partial t}\right) d t\right\} \tag{16.34}
\end{align*}
$$

Since $f(a, s)$ and $f(b, s)$ are independent of $s$ (according to (16.33)), it is clear that $\partial f_{i}(a, s) / \partial s=\partial f_{i}(b, s) / \partial s=0, i=1,2,3$. Therefore the first sum in (16.34) is zero. In the second sum we interchange the indices $i$ and $j$ and obtain

$$
\varphi^{\prime}(s)=\int_{a}^{b} \sum_{i, j=1}^{3}\left(v_{i, j}-v_{j, i}\right) \frac{\partial f_{i}}{\partial t} \frac{\partial f_{j}}{\partial s} d t
$$

The hypothesis curl $v=0$ implies that the above integrand vanishes, and so $\varphi^{\prime}(s)=0$ for $s \in J$.

Remark. We can easily extend Theorem 16.17 to functions $\boldsymbol{v}$ from a domain $D$ in $\mathbb{R}^{N}$ to $V_{N}$. If curl $v=0$ is replaced by the condition

$$
v_{i, j}-v_{j, i}=0, \quad i, j=1,2, \ldots, N,
$$

where $v=v_{1} e_{1}+\cdots+v_{N} e_{N}$, then $v$ is the gradient of a scalar field $u$ provided that the domain $D$ is simply connected.

It is useful to have criteria which establish the simple-connectivity of domains so that Theorem 16.17 can be employed. The reader should not find it difficult to prove the following result.

## Theorem 16.18

(a) If $D$ is a convex ${ }^{2}$ domain in $\mathbb{R}^{N}$, then $D$ is simply connected.
(b) Let $h$ be a one-to-one continuous mapping of a domain $D$ in $\mathbb{R}^{N}$ onto a domain $D_{1}$ in $\mathbb{R}^{N}$. If $D$ is simply connected then so is $D_{1}$.

## Problems

In each of Problems 1 through 8 assume that $g$ is a continuous vector field from a domain $D$ in $\mathbb{R}^{N}$ into $V_{N}$ for the appropriate value of $N$. The vectors

[^21]$e_{1}, \ldots, e_{N}$ form an orthonormal basis for a coordinate system. Compute $\int_{\vec{c}} \boldsymbol{g} \cdot d r$.

1. $g=x_{1} x_{3} e_{1}-x_{2} e_{2}+x_{1} e_{3} ; \vec{C}$ is the directed line segment from $(0,0,0)$ to $(1,1,1)$.
2. $g=x_{1} x_{3} e_{1}-x_{2} e_{2}+x_{1} e_{3} ; \vec{C}$ is the directed arc given by $f(t)=t e_{1}+t^{2} e_{2}+t^{3} e_{3}$, $0 \leqslant t \leqslant 1$, from 0 to 1 .
3. $g=-x_{1} e_{1}+x_{2} e_{2}-x_{3} e_{3} ; \vec{C}$ is the helix given by $f(t)=(\cos t) e_{1}+(\sin t) e_{2}+$ $(t / \pi) e_{3}, 0 \leqslant t \leqslant 2 \pi$, from 0 to $2 \pi$.
4. $g=-x_{1} e_{1}+x_{2} e_{2}-x_{3} e_{3} ; \vec{C}$ is the directed line segment from $(1,0,0)$ to $(1,0,2)$.
5. $g=x_{1}^{2} e_{1}+x_{1} x_{2} e_{2}+0 \cdot e_{3} ; \vec{C}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{2}=x_{1}^{2}, x_{3}=0,0 \leqslant x_{1} \leqslant 1\right.$, from $(0,0,0)$ to $(1,1,0)\}$.
6. $g=2 x_{2} x_{3} e_{2}+\left(x_{3}^{2}-x_{2}^{2}\right) e_{3} ; \vec{C}$ is the shorter circular arc given by $x_{1}=0, x_{2}^{2}+$ $x_{3}^{2}=4$, from $(0,2,0)$ to $(0,0,2)$.
7. $g=x_{1} x_{4} e_{1}+x_{2} e_{2}-x_{2} x_{4} e_{3}+x_{3} e_{4} ; \vec{C}$ is the directed straight line segment from $(0,0,0,0)$ to $\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$.
8. $\boldsymbol{g}=\sum_{i=1}^{N} x_{i}^{2} \boldsymbol{e}_{i} ; \vec{C}$ is the directed line segment given by $\boldsymbol{f}(t)=\sum_{i=1}^{N} \alpha_{i} t e_{i}, 0 \leqslant t \leqslant 1$ from 0 to $1 ;\left\{\alpha_{i}\right\}$ are constants.
9. Given the scalar function $u(x)=x_{1}^{2}+2 x_{2}^{2}-x_{3}^{2}+x_{4}$ in $\mathbb{R}^{4}$. Verify that $\int_{\vec{c}} \nabla u \cdot d r$ is independent of the path by computing the value of the integral along $\vec{C}_{1}$, the straight line segment from $(0,0,0,0)$ to $(1,1,1,1)$, and the along $\vec{C}_{2}$, the straight segment from $(0,0,0,0)$ to $(1,0,0,0)$ followed by the straight segment from $(1,0,0,0)$ to $(1,1,1,1)$. Show that the two values are the same.
10. Given the scalar function $u(x)=\sum_{i=1}^{N} x_{i}^{2}$ in $\mathbb{R}^{N}$. Let $\vec{C}_{1}$ be the line segment from $(0,0, \ldots, 0)$ to $(1,1, \ldots, 1)$ and $\vec{C}_{2}$ the path $f(t)=t^{2} e_{1}+\sum_{i=2}^{N} t e_{i}, 0 \leqslant t \leqslant 1$. Verify that $\int_{\vec{C}} \nabla u \cdot d r$ is independent of the path by computing this integral along $\vec{C}_{1}$ and $\vec{C}_{2}$ and showing that the values are the same.
11. In $\mathbb{R}^{2}$, let $v$ be the vector field given by $v=\left(x_{1}^{2}+x_{2}^{2}\right)^{-1}\left(-x_{2} e_{1}+x_{1} e_{2}\right)$. Let $\vec{C}$ be the directed arc given by $\boldsymbol{f}(t)=(\cos t) e_{1}+(\sin t) e_{2}, 0 \leqslant t \leqslant 2 \pi$. Use Theorem 16.17 to show that $\mathbb{R}^{2}$ with the origin removed is not simply connected.
12. Prove Theorem 16.18.
13. (a) Show that any half-plane in $\mathbb{R}^{2}$ is convex.
(b) Show that in $\mathbb{R}^{N}$ the half-space given by $x_{N} \geqslant 0$ is convex.
14. Show that the set $S$ in $\mathbb{R}^{2}$ given by $S=\left\{\left(x_{1}, x_{2}\right): x_{1} \geqslant 0,-\pi \leqslant x_{2} \leqslant \pi\right\}$ is convex.
15. Let $I=\left\{x_{1}: a \leqslant x_{1} \leqslant b\right\}$ and suppose that $f: I \rightarrow \mathbb{R}^{1}$ is a continuous, positive function. Show that the set $S=\left\{\left(x_{1}, x_{2}\right): a<x_{1}<b, 0<x_{2}<f\left(x_{1}\right)\right\}$ is a simply connected set in $\mathbb{R}^{2}$.
16. A torus is obtained by revolving a circle about an axis in the plane of the circle provided the axis does not intersect the circle (see Figure 16.10). Let $a$ be the radius of the circle and let $b$ be the distance from the axis of revolution to the center of
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the circle. The interior of the torus is the set $S$ given by

$$
S=\left\{\left(x_{1}, x_{2}, x_{3}\right):\left(\sqrt{x_{1}^{2}+x_{2}^{2}}-b\right)^{2}+x_{3}^{2}<a^{2}\right\} .
$$

Use the method of Problem 11 to show that the set $S$ is not simply connected.
17. Employ the following steps to prove Lemma 16.4.
(a) Let $f^{*}(t, s)$ be a continuous function satisfying the conditions (16.33) for the definition of simple connectivity. Let $R$ be the rectangle $\{(t, s): a \leqslant t \leqslant b$, $0 \leqslant s \leqslant 1\}$. Show that there is a number $\rho>0$ such that the ball with center at $f^{*}(t, s)$ and radius $\rho$ is in $D$ for all $(t, s) \in R$.
(b) Define a sequence $\left\{g_{n i}\right\}, i=0,1,2, \ldots, n, n=1,2, \ldots$, such that $g_{n 0}(t)=$ $f^{*}(t, s)=f_{0}(t), g_{n n}(t)=f^{*}(t, 1)=f_{1}(t)$, and such that, for $1 \leqslant i \leqslant n-1$, we set $\boldsymbol{g}_{n i}^{*}$ equal to a polynomial with the property that $\left|\boldsymbol{g}_{n i}^{*}(t)-\boldsymbol{f}^{*}(t, i / n)\right|<\rho / 8$ for $a \leqslant t \leqslant b$. Then let

$$
g_{n i}(t)=g_{n i}^{*}(t)-l_{n i}(t)
$$

where $l_{n i}(t)$ is the linear function coinciding with $g_{n i}^{*}(t)-f^{*}(t, i / n)$ for $t=a$ and $t=b$. Show that $\left|l_{n i}(t)\right|<\rho / 8$ on $a \leqslant t \leqslant b$ and that

$$
\left|g_{n i}(t)-f^{*}(t, i / n)\right|<\frac{\rho}{4} \quad \text { for } \quad a \leqslant t \leqslant b, 0 \leqslant i \leqslant n .
$$

(c) Show that there is an $n$ so large that

$$
\left|f^{*}\left(t, s_{1}\right)-f^{*}\left(t, s_{2}\right)\right|<\frac{\rho}{4} \quad \text { if } \quad\left|s_{1}-s_{2}\right| \leqslant \frac{1}{n} .
$$

(d) With the $n$ chosen as in (c), define

$$
\begin{aligned}
f(t, s) & =(i-n s) g_{n i-1}(t)+(n s-i+1) g_{n i}(t), \\
a & \leqslant t \leqslant b, \quad \frac{i-1}{n} \leqslant s \leqslant \frac{i}{n}, \quad i=1,2, \ldots, n .
\end{aligned}
$$

Show that $f$ and $\partial f / \partial t$ are continuous on $R$ and observe that $f$ is linear in $s$ for $(i-1) / n \leqslant s \leqslant i / n, i=1,2, \ldots, n$, with $f(t,(i-1) / n)=g_{n i-1}(t)$ and $f(t, i / n)=g_{n i}(t)$.
(e) By considering the inequalities

$$
\begin{aligned}
\left|f(t, s)-f^{*}\left(t, \frac{i}{n}\right)\right| \leqslant & \left|f(t, s)-g_{n i}(t)\right|+\left|g_{n i}(t)-f^{*}\left(t, \frac{i}{n}\right)\right| \\
\leqslant & \left|g_{n i-1}(t)-g_{n i}(t)\right|+\frac{\rho}{4} \leqslant\left|g_{n i-1}(t)-f^{*}\left[t, \frac{(i-1)}{n}\right]\right| \\
& +\left|f^{*}\left[t, \frac{(i-1)}{n}\right]-f^{*}\left(t, \frac{i}{n}\right)\right| \\
& +\left|f^{*}\left(t, \frac{i}{n}\right)-g_{n i}(t)\right|+\frac{\rho}{4}
\end{aligned}
$$

show that

$$
\left|f(t, s)-f^{*}\left(t, \frac{i}{n}\right)\right|<\rho \quad \text { for } \frac{i-1}{n} \leqslant s \leqslant \frac{i}{n} .
$$

Conclude that $f(t, s) \in D$ for all $(t, s)$ in $\mathbf{R}$.

### 16.4. Green's Theorem in the Plane

Green's theorem is an extension to the plane of the Fundamental theorem of calculus. We recall that this Fundamental theorem states that if $I$ is an interval in $\mathbb{R}^{1}$ and $f: I \rightarrow \mathbb{R}^{1}$ is a continuously differentiable function then for any points $a$ and $b$ in $I$ we have the formula

$$
\begin{equation*}
\int_{a}^{b} f^{\prime}(x) d x=f(b)-f(a) \tag{16.35}
\end{equation*}
$$

In the extension of this theorem to the plane we suppose that $F$ is a figure in $\mathbb{R}^{2}$ and $C$ is its boundary. Then Green's theorem is a formula which connects the line integral of a vector function over $C$ with the double integral of the derivative of the function taken over the figure $F$.

In order to achieve the appropriate precision in the statement and proof of the theorem we first develop lemmas and theorems which deal with geometry in the plane and the representation of vector functions defined on figures. The reader who is interested only in the basic formula may ship all the introductory material and start with the definitions on page 447.

Definitions. Let $I=\{t: a \leqslant t \leqslant b\}$ be the domain of a path $f: I \rightarrow V_{N}$. The function $f$ represents a curve $C$ in $\mathbb{R}^{N}$. Then $f$ is said to be a closed path if and only if $f(a)=f(b)$. Also, $\boldsymbol{f}$ is a simple closed path if and only if $f$ is closed and, whenever $a<t_{1}, t_{2}<b$, then $f\left(t_{1}\right)=f\left(t_{2}\right)$ implies that $t_{1}=t_{2}$. The curve $C$ which is the range of the path $f$ is called a simple closed curve or a closed Jordan curve.

The next theorem is an extension to simple paths of Theorem 16.1 which connects any two representations of a curve in $\mathbb{R}^{N}$.

Theorem 16.19*. Let $I=\{t: a \leqslant t \leqslant b\}$ and $J=\{t: c \leqslant t \leqslant d\}$ be any intervals and suppose that $f: I \rightarrow V_{N}, g: J \rightarrow V_{N}$ have as range the same simple closed curve $C$.
(a) If $\boldsymbol{f}(a)=\boldsymbol{f}(b)=\boldsymbol{g}(c)=\boldsymbol{g}(d)$, then there is a continuous function $U$ from $I$ onto $J$ such that $f(t)=g[U(t)]$ for $t \in I$, and either $U$ is increasing ith $U(a)=c, U(b)=d$ or $U$ is decreasing with $U(a)=d, U(b)=c$.
(b) If $\boldsymbol{f}$ is rectifiable, then $\boldsymbol{g}$ is rectifiable and the length of the path $f$ equals the length of the path g .

## Proof

(a) Let $\varepsilon>0$ be given and define $I_{\varepsilon}=\{t: a+\varepsilon \leqslant t \leqslant b-\varepsilon\}$. Then $f$ restricted to $I_{\varepsilon}$ has as range an arc $C_{\varepsilon}$. The arc $C_{\varepsilon}$ will be the range of $g$ restricted to $J_{\delta}$, a subinterval of $J$. According to Theorem 16.1 there is a function $U_{\varepsilon}: I_{\varepsilon} \rightarrow J_{\delta}$ which is continuous on $I_{\varepsilon}$ and is either increasing on $I_{\varepsilon}$ or decreasing on $I_{\varepsilon}$. Furthermore, $f(t)=g\left[U_{\varepsilon}(t)\right]$ for $t \in I_{\varepsilon}$. We let $\varepsilon$ tend to zero and obtain in the limit a function $U$ defined from $I^{\prime}=\{t: a<t<b\}$ onto $J^{\prime}=\{t: c<t<d\}$. If we define $U(a)=c$ and $U(b)=d$ when $U$ is increasing, then $U$ will be continuous from $I$ onto $J$. Similarly, if $U$ is decreasing, we set $U(a)=d, U(b)=c$ and $U$ is a continuous decreasing function from $I$ onto $J$.

We leave to the reader the proof of Part (b) (see Theorem 16.3).
It may happen that $f: I \rightarrow V_{N}$ and $g: J \rightarrow V_{N}$ have the same simple closed curve $C$ as range but that $g(c)$ and $g(d)$ are equal to $f(\beta)$ where $\beta$ is an interior point of $I$. The following corollary shows that if the definition of $\boldsymbol{f}$ is extended by periodicity, we get the same result as in Theorem 16.19(a).

Corollary*. Suppose that the domain of $\boldsymbol{f}$ in Theorem 16.19 is extended from I to $I_{1}=\{t: a \leqslant t \leqslant b+(b-a)\}$ by the formula $f(t)=f[t+(b-a)]$ for $a \leqslant \mathrm{t} \leqslant b$. Suppose that $\boldsymbol{g}(c)=\boldsymbol{g}(d)=f(a+\alpha)=f(b+\alpha)$ for some $\alpha$ such that $0 \leqslant \alpha \leqslant(b-a)$. Define $f_{\alpha}(t)=f(t+\alpha)$ for $t \in I$. Then there is a function $U_{\alpha}: I \rightarrow J$ with the properties of $U$ in Theorem $16.19(a)$ such that $f_{\alpha}(t)=g\left[U_{\alpha}(t)\right]$ for $t \in I$.

Suppose that $f$ and $g$ are as in the Corollary to Theorem 16.19 with range $C$, a simple closed rectifiable curve. Let $F: C \rightarrow V_{N}$ be a continuous function on $C$. Then

$$
\int_{a}^{b} F\left[f_{\alpha}(t)\right] \cdot d f_{\alpha}(t)= \pm \int_{c}^{d} F[g(s)] \cdot d g(s)
$$

with the plus sign taken if $U_{\alpha}$ is increasing and the minus sign if $U_{\alpha}$ is decreasing.

[^22]The proof of the above formula is virtually unchanged from the proof when $C$ is a rectifiable arc.

The following definitions which give an orientation to simple closed curves in $\mathbb{R}^{N}$ are analogous to those for directed curves (see page 436).

Definition*. Let $f: I \rightarrow V_{N}$ have as range a simple closed curve $C$ in $\mathbb{R}^{N}$. An oriented simple closed curve is a pair $(C, \mathscr{A})$ where $\mathscr{A}$ is the class of vector functions consisting of all paths $f_{\beta}$ having range $C$ which are related to $f$ by a function $U_{\alpha}$ as in the Corollary to Theorem 16.19 with $U_{\alpha}$ increasing. We call any such $f_{\beta}$ a parametric representation of $(C, \mathscr{A})$. We denote $(C, \mathscr{A})$ by the symbol $\vec{C}$. The unoriented simple closed curve will be designated by $C$ or $|\vec{C}|$.

An unoriented simple closed curve $C$ has two possible orientations $\vec{C}_{1}$ and $\vec{C}_{2}$ according as $U_{\alpha}$ is increasing or decreasing. We often write $\vec{C}_{1}=-\vec{C}_{2}$. Suppose that $f: I \rightarrow V_{N}$ is a parametric representation of $\vec{C}$; we decompose $I=\{t: a \leqslant t \leqslant b\}$ into subintervals $I_{k}=\left\{t: t_{k-1} \leqslant t \leqslant t_{k}\right\}, k=1,2, \ldots, n$, with $t_{0}=a, t_{n}=b$ and denote by $f_{k}: I_{k} \rightarrow V_{N}$ the restriction of $f$ to $I_{k}$. Then the directed arc $\vec{C}_{k}$ is the range of $f_{k}$. We write $\vec{C}=\vec{C}_{1}+\vec{C}_{2}+\cdots+\vec{C}_{n}$. As in Theorem 16.14 an integral over $\vec{C}$ may be decomposed into a sum of integrals over the $\vec{C}_{k}, k=1,2, \ldots, n$.

Let $D$ be a region in $\mathbb{R}^{2}$ with a boundary which is a simple closed curve. We denote the unoriented boundary by $\partial D$ and the boundary oriented in a counterclockwise direction by $\overrightarrow{\partial D}$. The symbol $-\overrightarrow{\partial D}$ is used for the clockwise orientation.

We shall first establish Green's theorem for regions in $\mathbb{R}^{2}$ which have a special simple shape. Then we shall show how the result for these special regions can be used to yield the same formula for general regions in the plane.

Definitions. Let $D$ be a region in $\mathbb{R}^{2}$ and $\boldsymbol{v}: D \rightarrow V_{2}$ a vector function. We introduce a coordinate system in $V_{2}$ with orthonormal basis $e_{1}$ and $e_{2}$. There are two possible orientations for such a basis: $e_{2}$ is obtained from $e_{1}$ by a $90^{\circ}$ rotation in a counterclockwise direction or $e_{2}$ is obtained from $e_{1}$ by a $90^{\circ}$ rotation in a clockwise direction. We call the plane $\mathbb{R}^{2}$ oriented when one of these systems is introduced in $V_{2}\left(\mathbb{R}^{2}\right)$ and we use the notation $\overrightarrow{\mathbb{R}}^{2}$ and $-\overrightarrow{\mathbb{R}}^{2}$ for the orientations (see Figure 16.11). Generally, we shall consider the oriented plane $\overrightarrow{\mathbb{R}}^{2}$. In coordinates we write $v=P\left(x_{1}, x_{2}\right) e_{1}+Q\left(x_{1}, x_{2}\right) e_{2}$ where $P$ and $Q$ are functions from $D$ into $\mathbb{R}^{1}$. The scalar curl of $v$ is the function $Q_{, 1}-P_{, 2}$ and we write

$$
\operatorname{curl} v=Q_{, 1}-P_{, 2} .
$$

We recall that in $V_{3}$ the curl of a vector function is a vector function whereas the above curl is a scalar function. To justify the above terminology observe

[^23]


Figure 16.11. Two orientations of the plane.
that if $v$ is a vector function from $\mathbb{R}^{3}$ to $V_{3}$ in the special form

$$
v=P e_{1}+Q e_{2}+0 \cdot e_{3}
$$

and $P=P\left(x_{1}, x_{2}\right), Q=Q\left(x_{1}, x_{2}\right)$, then

$$
\operatorname{curl} v=\left(Q_{, 1}-P_{, 2}\right) e_{3}
$$

Lemma 16.5. Let $f$ be a continuously differentiable function with domain $I=$ $\left\{x_{1}: a \leqslant x_{1} \leqslant b\right\}$ and range in $\mathbb{R}^{1}$. Let $c$ be a constant with $f\left(x_{1}\right) \geqslant c$ for $x_{1} \in I$. Define $D=\left\{\left(x_{1}, x_{2}\right)\right.$ : $\left.a \leqslant x_{1} \leqslant b, c \leqslant x_{2} \leqslant f\left(x_{1}\right)\right\}$. (See Figure 16.12) Suppose that $G$ is any region in $\overrightarrow{\mathbb{R}}^{2}$ with $\bar{D} \subset G$ and let $v: G \rightarrow V_{2}\left(\mathbb{R}^{2}\right)$ be a continuously differentiable vector function. Then

$$
\begin{equation*}
\int_{D} \operatorname{curl} v d A=\int_{\overrightarrow{\partial D}} v \cdot d r \tag{16.36}
\end{equation*}
$$

where $\overrightarrow{\partial D}$ is oriented in a counterclockwise sense.
Proof. Writing $v\left(x_{1}, x_{2}\right)=P\left(x_{1}, x_{2}\right) e_{1}+Q\left(x_{1}, x_{2}\right) e_{2}$, we see that it is sufficient to prove (16.36) for the functions $P\left(x_{1}, x_{2}\right) e_{1}$ and $Q\left(x_{1}, x_{2}\right) e_{2}$ separately. Letting $v_{1}=P e_{1}$, we have

$$
\int_{D} \operatorname{curl} v_{1} d A=\int_{D} P_{, 2}\left(x_{1}, x_{2}\right) d A=-\int_{a}^{b}\left\{P\left(x_{1}, f\left(x_{1}\right)\right)-P\left(x_{1}, c\right)\right\} d x_{1}
$$

We write $\overrightarrow{\partial D}=\vec{C}_{1}+\vec{C}_{2}+\vec{C}_{3}+\vec{C}_{4}$ as shown in Figure 16.12. Then

$$
\int_{D} \operatorname{curl} v_{1} d A=\int_{\vec{C}_{3}} P d x_{1}+\int_{\vec{C}_{1}} P d x_{1}
$$

Since $x_{1}$ is constant along $\vec{C}_{2}$ and $\vec{C}_{4}$, it follows that $\int_{\vec{C}_{2}} P d x_{1}=\int_{\vec{C}_{4}} P d x_{1}=0$. Therefore

$$
\begin{equation*}
\int_{D} \operatorname{curl} v_{1} d A=\int_{\sum_{i=1}^{4} \vec{c}_{i}} P d x_{1}=\int_{\overrightarrow{\partial D}} P d x_{1} . \tag{16.37}
\end{equation*}
$$

Next, let $v_{2}=Q e_{2}$ and define

$$
U\left(x_{1}, x_{2}\right)=\int_{c}^{x_{2}} Q\left(x_{1}, \eta\right) d \eta
$$
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Then

$$
U_{, 1}\left(x_{1}, x_{2}\right)=\int_{c}^{x_{2}} Q_{, 1}\left(x_{1}, \eta\right) d \eta, \quad U_{, 2}\left(x_{1}, x_{2}\right)=Q\left(x_{1}, x_{2}\right),
$$

and

$$
U_{, 1,2}=U_{, 2,1}=Q_{, 1} .
$$

Since $U$ is smooth in $G$, it is clear that

$$
\begin{equation*}
\int_{\overrightarrow{\partial \mathrm{D}}}\left(U_{, 1} d x_{1}+U_{, 2} d x_{2}\right)=0=\int_{\overrightarrow{\partial \mathrm{D}}} U_{, 1} d x_{1}+\int_{\overrightarrow{\partial \mathrm{D}}} Q d x_{2}, \tag{16.38}
\end{equation*}
$$

and, using Formula (16.37) with $U_{, 1}$ in place of $P$, we obtain

$$
\int_{D} \operatorname{curl} v_{2} d A=\int_{D} U_{, 1,2} d A=-\int_{\overrightarrow{\partial D}} U_{, 1} d x_{1} .
$$

Taking (16.38) into account we conclude that

$$
\begin{equation*}
\int_{D} \operatorname{curl} v_{2} d A=\int_{\overrightarrow{\partial D}} Q d x_{2} \tag{16.39}
\end{equation*}
$$

Adding (16.37) and (16.39) we get the result.
Definitions. Let $C_{1}$ and $C_{2}$ be two smooth arcs which have as their only point in common an end point of each of them. This point, denoted $P$, is called a corner of $C_{1}$ and $C_{2}$ if each of the arcs has a (one-sided) tangent line at $P$ and if the two tangent lines make a positive angle (see Figure 16.13). A piecewise smooth simple closed curve is a simple closed curve which is made up of a finite number of smooth arcs which are joined at corners.

Remark. In Lemma 16.5 we may suppose that $f$ is a piecewise continuously differentiable (i.e., piecewise smooth) function on $I$ consisting of a finite number of smooth arcs joined at corners. The proof is unchanged.


Figure 16.13

Definition. A region $D$ in $\mathbb{R}^{2}$ is said to be regular if and only if (i) $D$ is bounded, (ii) $\partial D$ consists of a finite number of piecewise smooth simple closed curves, and (iii) at each point $P$ of $\partial D$ a Cartesian coordinate system can be constructed with $P$ as origin with the following properties: for sufficiently small $a$ and $b$ a rectangle

$$
R=\left\{\left(x_{1}, x_{2}\right):-a \leqslant x_{1} \leqslant a,-b \leqslant x_{2} \leqslant b\right\}
$$

can be found so that the part of $\partial D$ in $R$ has the form $x_{2}=f\left(x_{1}\right)$ for $x_{1}$ on $I=\left\{x_{1}:-a \leqslant x_{1} \leqslant a\right\}$ and with range on $J=\left\{x_{2}:-b<x_{2}<b\right\}$, where $f$ is a piecewise smooth function (see Figure 16.14).

Of course, the values of $a, b$, and the function $f$ will change with the point $P$. If a rectangle $R$ is determined for a point $P$, then it is clear that any rectangle with the same value for $b$ and a smaller value for $a$ is also adequate. See Figure 16.15 for examples of regions which are not regular.

If $D$ is a regular region in $\overrightarrow{\mathbb{R}}^{2}$, a tangent vector can be drawn at any point of $\partial D$ which is not a corner. Let $\vec{T}$ be the tangent vector at a point $P \in \partial D$ and construct a coordinate system in $\overrightarrow{\mathbb{R}}^{2}$ so that $e_{1}$ is parallel to $\vec{T}$. Then $\partial D$ may be oriented at $P$ in two ways: the vector $e_{2}$ may point into $D$ or the vector $e_{2}$ may point outward from $D$. In the first case we say $\partial D$ is oriented at $P$ so that $D$ is
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Regions which are not regular
Figure 16.15
to the left; in the second case, we say $D$ is to the right. It can be shown that the oriented piecewise smooth simple closed curve $\overrightarrow{\partial D}$ has the property that $D$ is always on the left or always on the right for all points at which a tangent vector can be drawn.

Theorem 16.20 (Green's theorem in the plane). Let $D$ be a regular region in $\overrightarrow{\mathbb{R}}^{2}$. Suppose that $G$ is a region in $\overrightarrow{\mathbb{R}}^{2}$ with $\bar{D} \subset G$, and let $v: G \rightarrow V_{2}\left(\overrightarrow{\mathbb{R}}^{2}\right)$ be a continuously differentiable vector function on $G$. Assume that $\overrightarrow{\partial D}$ is oriented so that $D$ is on the left and that $\overrightarrow{\partial D}=\vec{C}_{1}+\vec{C}_{2}+\cdots+\vec{C}_{k}$ where each $\vec{C}_{i}$ is a smooth arc. Then

$$
\begin{equation*}
\int_{D} \operatorname{curl} v d A=\sum_{i=1}^{k} \int_{\vec{c}_{i}} v \cdot d r=\int_{\overrightarrow{\partial D}} v \cdot d r . \tag{16.40}
\end{equation*}
$$

Proof. For each point of $\partial D$, choose a rectangle $R_{P}$ and a function $f_{P}$ as prescribed in the definition of a regular region. For each interior point $P$ of $D$ choose a coordinate system with origin at $P$ and an open rectangle $R_{P}$ with sides parallel to the coordinate axes so that $\bar{R}_{P} \subset D$. Since $\bar{D}$ is compact, a finite number of the rectangles $\left\{R_{P}\right\}$ as described for $P \in D \cup \partial D$ cover $\bar{D}$ (see Figure 16.16). We denote these rectangles by $S_{1}, S_{2}, \ldots, S_{n}$ and their centers by $P_{i}, i=1,2, \ldots, n$. According to the process described in Section 15.4, we can find mollifiers $\psi_{1}, \psi_{2}, \ldots, \psi_{n}$ of class $C^{\infty}$ on an open set $G_{0} \supset \bar{D}$ such that each $\psi_{i}$ vanishes on $G_{0}-F_{i}$ where $F_{i}$ is a compact subset of the open rectangle $S_{i}$ containing $P_{i}$. For each point $P$ define

$$
\varphi_{i}\left(P_{\Lambda}\right)=\frac{\psi_{i}\left(P_{\Lambda}\right)}{\sum_{i=1}^{n} \psi_{i}\left(P_{\Lambda}\right)}
$$

Then each $\varphi_{i}$ is of class $C^{\infty}$ and, for every $P_{\Lambda} \in G_{0}$, it follows that $\sum_{i=1}^{n} \varphi_{i}(P)=$ 1. The functions $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}$ are called a partition of unity (see Problem 2 of Section 15.4). We define

$$
v_{i}=\varphi_{i} \boldsymbol{v}, \quad i=1,2, \ldots, n .
$$



Figure 16.16. A finite number of rectangles covers $\bar{D}$.

Then each $\boldsymbol{v}_{i}$ is continuously differentiable on $G_{0}$ and

$$
v=v_{1}+v_{2}+\cdots+v_{n} .
$$

Hence it suffices to establish (16.40) for each $v_{i}$. If $\bar{S}_{i}$ is contained in $D$, we have

$$
\int_{\overrightarrow{\partial D}} v_{i} \cdot d r=0
$$

since $\boldsymbol{v}_{\boldsymbol{i}}$ is zero at every point of $\overrightarrow{\partial D}$. Also, by Lemma 16.5

$$
\int_{D} \operatorname{curl} v_{i} \cdot d A=\int_{S_{i}} \operatorname{curl} v_{i} d A=\int_{\overrightarrow{\partial S}_{i}} v_{i} \cdot d r=0,
$$

since $v_{i}=0$ except in $F_{i}$, and $\overrightarrow{\partial S}_{i}$ is disjoint from $F_{i}$. Finally, suppose $S_{i}$ is a boundary rectangle. Let $D_{i}=D \cap S_{i}$ and $\vec{C}_{i}=\overrightarrow{\partial D} \cap S_{i}$. Then, since $v_{i}=0$ on $\overrightarrow{\partial D}-\vec{C}_{i}$, and on $D-D_{i}$, it follows from Lemma 16.5 that

$$
\int_{\overrightarrow{\partial D}} v_{i} \cdot d r=\int_{\vec{c}_{i}} v_{i} \cdot d r=\int_{\overrightarrow{\partial D_{i}}} v_{i} \cdot d r=\int_{D_{i}} \operatorname{curl} v_{i} d A=\int_{D} \operatorname{curl}_{i} d A
$$

Performing this process for each $i$ and adding the results, we obtain (16.40).

If we set $v=P\left(x_{1}, x_{2}\right) e_{1}+Q\left(x_{1}, x_{2}\right) e_{2}$ and express (16.40) in terms of coordinates we have the following form of Green's theorem.

Corollary. If $P$ and $Q$ are smooth in a domain $G$ in $\mathbb{R}^{2}$ which contains a regular region $D$, then

$$
\begin{equation*}
\int_{D}\left(\frac{\partial Q}{\partial x_{1}}-\frac{\partial P}{\partial x_{2}}\right) d A=\oint_{\partial D}\left(P d x_{1}+Q d x_{2}\right) \tag{16.41}
\end{equation*}
$$

where the line integral is taken in a counterclockwise direction.
Example 1. Given the disk $K=\left\{\left(x_{1}, x_{2}\right): x_{1}^{2}+x_{2}^{2}<1\right\}$, use Green's theorem to evaluate

$$
\int_{\overrightarrow{\partial \mathbf{K}}}\left[\left(2 x_{1}-x_{2}^{3}\right) d x_{1}+\left(x_{1}^{3}+3 x_{2}^{2}\right) d x_{2}\right] .
$$

Solution. Setting $P=2 x_{1}-x_{2}^{3}, Q=x_{1}^{3}+3 x_{2}^{2}$, we see from (16.41) that

$$
\oint_{\partial K}\left(P d x_{1}+Q d x_{2}\right)=\int_{K} 3\left(x_{1}^{2}+x_{2}^{2}\right) d A=3 \int_{0}^{2 \pi} \int_{0}^{1} r^{2} \cdot r d r d \theta=\frac{3}{2} \pi .
$$

Example 2. Let $K=\left\{\left(x_{1}, x_{2}\right): x_{1}^{2}+x_{2}^{2} \leqslant 1\right\}$ be the unit disk and let $D$ be the region outside $K$ which is bounded on the left by the parabola $x_{2}^{2}=2\left(x_{1}+2\right)$ and on the right by the line $x_{1}=2$ (see Figure 16.17). Use Green's theorem to evaluate

$$
\int_{\vec{c}_{1}}\left(-\frac{x_{2}}{x_{1}^{2}+x_{2}^{2}} d x_{1}+\frac{x_{1}}{x_{1}^{2}+x_{2}^{2}} d x_{2}\right)
$$

where $\vec{C}_{1}$ is the outer boundary of $D$.


Figure 16.17

Solution. We write $P=-x_{2} /\left(x_{1}^{2}+x_{2}^{2}\right), Q=x_{1} /\left(x_{1}^{2}+x_{2}^{2}\right)$ and note that $Q_{, 1}-P_{, 2}=0$ in $D$. Hence with $\overrightarrow{\partial K}$ oriented in the counterclockwise sense, Green's theorem implies that

$$
0=\int_{\overrightarrow{\partial \mathbf{G}}}\left(P d x_{1}+Q d x_{2}\right)=\int_{\vec{c}_{1}}\left(P d x_{1}+Q d x_{2}\right)-\int_{\overrightarrow{\partial \mathbf{K}}}\left(P d x_{1}+Q d x_{2}\right)
$$

Using the representation $x_{1}=\cos \theta, x_{2}=\sin \theta,-\pi \leqslant \theta \leqslant \pi$, for the last integral on the right, we obtain

$$
\int_{\vec{c}_{1}}\left(P d x_{1}+Q d x_{2}\right)=\int_{-\pi}^{\pi}\left(\sin ^{2} \theta+\cos ^{2} \theta\right) d \theta=2 \pi
$$

Example 3. Let $D$ be a regular region with area $A$. Let $v=-\frac{1}{2}\left(x_{2} e_{1}-x_{1} e_{2}\right)$. Show that

$$
A=\int_{\overrightarrow{\partial D}} \boldsymbol{v} \cdot d \boldsymbol{r}
$$

Solution. We apply Green's theorem and find that

$$
\int_{\overrightarrow{\partial D}} v \cdot d r=\int_{D} \operatorname{curl} v d A=\int_{D}\left(\frac{1}{2}+\frac{1}{2}\right) d A=A
$$

Example 3 shows that the area of any regular region may be expressed as an integral over the boundary of that region.

## Problems

In each of Problems 1 through 8 verify Green's theorem.

1. $P\left(x_{1}, x_{2}\right)=-x_{2}, Q\left(x_{1}, x_{2}\right)=x_{1} ; D=\left\{\left(x_{1}, x_{2}\right): 0 \leqslant x_{1} \leqslant 1,0 \leqslant x_{2} \leqslant 1\right\}$.
2. $P\left(x_{1}, x_{2}\right)=x_{1} x_{2}, Q\left(x_{1}, x_{2}\right)=-2 x_{1} x_{2} ; D=\left\{\left(x_{1}, x_{2},: 1 \leqslant x_{1} \leqslant 2,0 \leqslant x_{2} \leqslant 3\right\}\right.$.
3. $P\left(x_{1}, x_{2}\right)=2 x_{1}-3 x_{2}, Q\left(x_{1}, x_{2}\right)=3 x_{1}+2 x_{2}, D=\left\{\left(x_{1}, x_{2}\right): 0 \leqslant x_{1} \leqslant 2,0 \leqslant\right.$ $\left.x_{2} \leqslant 1\right\}$.
4. $P\left(x_{1}, x_{2}\right)=2 x_{1}-x_{2}, Q\left(x_{1}, x_{2}\right)=x_{1}+2 x_{2} ; D$ is the region outside the unit disk, above the curve $x_{2}=x_{1}^{2}-2$, and below the line $x_{2}=2$.
5. $P=x_{1}^{2}-x_{2}^{2}, Q=2 x_{1} x_{2} ; D$ is the triangle with vertices at $(0,0),(2,0)$, and $(1,1)$.
6. $P=-x_{2}, Q=0 ; D$ is the region inside the circle $x_{1}^{2}+x_{2}^{2}=4$ and outside the circles $x_{1}^{2}+\left(x_{2}-1\right)^{2}=1 / 4$ and $x_{1}^{2}+\left(x_{2}+1\right)^{2}=1 / 4$.
7. $v=\left(x_{1}^{2}+x_{2}^{2}\right)^{-1}\left(-x_{2} e_{1}+x_{1} e_{2}\right) ; D=\left\{\left(x_{1}, x_{2}\right): 1<x_{1}^{2}+x_{2}^{2}<4\right\}$.
8. $P=4 x_{1}-2 x_{2}, Q=2 x_{1}+6 x_{2} ; D$ is the interior of the ellipse: $x_{1}=2 \cos \theta, x_{2}=$ $\sin \theta,-\pi \leqslant \theta \leqslant \pi$.
9. Prove Part (b) of Theorem 16.19.
10. Given $D=\left\{\left(x_{1}, x_{2}\right): 0 \leqslant x_{1}^{2 / 3}+x_{2}^{2 / 3}<1\right\}$. Decide whether or not $D$ is a regular region.

In Problems 11 through 14 compute $\int \overrightarrow{\partial D} \boldsymbol{v} \cdot d \boldsymbol{r}$ by means of Green's theorem.
11. $v\left(x_{1}, x_{2}\right)=\left(4 x_{1} e^{x_{2}}+3 x_{1}^{2} x_{2}+x_{2}^{3}\right) e_{1}+\left(2 x_{1}^{2} e^{x_{2}}-\cos x_{2}\right) e_{2} ; D=\left\{\left(x_{1}, x_{2}\right): x_{1}^{2}+\right.$ $\left.x_{2}^{2} \leqslant 4\right\}$.
12. $v\left(x_{1}, x_{2}\right)=\arctan \left(x_{2} / x_{1}\right) e_{1}+\frac{1}{2} \log \left(x_{1}^{2}+x_{2}^{2}\right) e_{2} ; D=\left\{\left(x_{1}, x_{2}\right): 1 \leqslant x_{1} \leqslant 3,-2 \leqslant\right.$ $\left.x_{2} \leqslant 2\right\}$.
13. $v\left(x_{1}, x_{2}\right)=-x_{2} e_{1}+x_{1} e_{2} ; D=\left\{\left(x_{1}, x_{2}\right):\left(x_{1}-1\right)^{2}+x_{2}^{2}<1\right\}$.
14. $v\left(x_{1}, x_{2}\right)=-3 x_{1}^{2} x_{2} e_{1}+3 x_{1} x_{2}^{2} e_{2}$; $D=\left\{\left(x_{1}, x_{2}\right):-a \leqslant x_{1} \leqslant a, 0 \leqslant x_{2} \leqslant \sqrt{a^{2}-x_{1}^{2}}\right\}$.
15. Given $P=-x_{1}\left(x_{1}^{2}+x_{2}^{2}\right)^{-1}, Q=x_{2}\left(x_{1}^{2}+x_{2}^{2}\right)^{-1}$. Use Green's theorem to find the value of $\int_{\vec{c}}\left(P d x_{1}+Q d x_{2}\right)$ where $C$ is the arc of the parabola $x_{2}=x_{1}^{2}-1,-1 \leqslant$ $x_{1} \leqslant 2$, followed by the line segment from $(2,3)$ to $(-1,0)$. Let $D$ be the region outside a small disk of radius $\rho$ center at $(0,0)$ and inside of $|\vec{C}|$.
16. Suppose $u\left(x_{1}, x_{2}\right)$ satisfies $u_{x_{1} x_{1}}+u_{x_{2} x_{2}}=0$ in a region $G$. Show that $\oint_{G^{*}}\left(u_{x_{2}} d x_{1}-\right.$ $\left.u_{x_{1}} d x_{2}\right)=0$ where $G^{*}$ is any region interior to $G$.
17. If $u_{x_{1} x_{1}}+u_{x_{2} x_{2}}=0$ in a region $G$ and $v\left(x_{1}, x_{2}\right)$ is a smooth function, use the identity $\left(v u_{x_{1}}\right)_{x_{1}}=v u_{x_{1} x_{1}}+v_{x_{1}} u_{x_{1}}$ and a similar one for $\left(v u_{x_{2}}\right)_{x_{2}}$ to prove that

$$
\int_{\partial G^{*}} v\left(u_{x_{2}} d x_{1}-u_{x_{1}} d x_{2}\right)=-\iint_{G^{*}}\left(v_{x_{1}} u_{x_{1}}+v_{x_{2}} u_{x_{2}}\right) d V
$$

where $G^{*}$ is any region interior to $G$.

### 16.5. Surfaces* in $\mathbb{R}^{3}$; Parametric Representation

Until now we have considered a surface in $\mathbb{R}^{3}$ as the graph (in a Cartesian coordinate system) of an equation of the form $x_{3}=f\left(x_{1}, x_{2}\right)$ or $F\left(x_{1}, x_{2}, x_{3}\right)=$ 0 . Now we are interested in studying surfaces which are more complicated than those which can be described by a single equation in $x_{1}, x_{2}, x_{3}$.

We simplify the study of a complicated surface by decomposing it into a number of small pieces and by examining each piece separately. It may happen that if the decomposition is fine enough, each individual piece will have a simple structure even when the entire surface is unusual or bizarre. For most surfaces we shall study, each small piece will have a structure like that of a small section of a sphere, a cylinder, a hyperboloid, or similar smooth surface.

A sphere, an ellipsoid, and the surface of a parallelepiped are examples of surfaces without boundary. On the other hand, a hemisphere has as a boundary
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Figure 16.18
the circle consisting of its (equatorial) rim. When dividing a surface into small pieces we must be careful to distinguish those pieces which contain a portion of the boundary from those which are entirely interior to the surface.

Definitions. A smooth surface element is the graph of a system of equations of the form
$x_{1}=x_{1}(s, t), \quad x_{2}=x_{2}(s, t), \quad x_{3}=x_{3}(s, t), \quad(s, t) \in D \cup \partial D$
in which $x_{1}, x_{2}, x_{3}$ are $C^{1}$ functions with domain a region $G$ in $\mathbb{R}^{2}$ containing $D \cup \partial D$. We suppose that $D$ is a region whose boundary consists of a finite number of piecewise smooth simple closed curves. In vector notation Equations (16.42) may be written

$$
\begin{equation*}
\boldsymbol{v}(\overrightarrow{O Q})=r(s, t), \quad(s, t) \in D \cup \partial D, \quad O \text { given } \tag{16.43}
\end{equation*}
$$

In Figure 16.18 we exhibit a smooth surface element and a domain $D$ whose boundary $\partial D$ consists of a single piecewise smooth curve. We shall assume that

$$
\begin{equation*}
r_{s} \times r_{t} \neq 0 \quad \text { for }(s, t) \in G \tag{16.44}
\end{equation*}
$$

and that $r\left(s_{1}, t_{1}\right) \neq r\left(s_{2}, t_{2}\right)$ whenever $\left(s_{1}, t_{1}\right) \neq\left(s_{2}, t_{2}\right)$. In other words, Equations (16.42) define a one-to-one $C^{1}$ transformation from $D \cup \partial D$ onto the points of the surface element. Observe that if

$$
r(s, t)=x_{1}(s, t) e_{1}+x_{2}(s, t) e_{2}+x_{3}(s, t) e_{3},
$$

then

$$
\begin{aligned}
r_{s} \times r_{t}= & \left(\frac{\partial x_{2}}{\partial s} \frac{\partial x_{3}}{\partial t}-\frac{\partial x_{2}}{\partial t} \frac{\partial x_{3}}{\partial s}\right) e_{1}+\left(\frac{\partial x_{3}}{\partial s} \frac{\partial x_{1}}{\partial t}-\frac{\partial x_{3}}{\partial t} \frac{\partial x_{1}}{\partial s}\right) e_{2} \\
& +\left(\frac{\partial x_{1}}{\partial s} \frac{\partial x_{3}}{\partial t}-\frac{\partial x_{1}}{\partial t} \frac{\partial x_{3}}{\partial s}\right) e_{3} .
\end{aligned}
$$

Employing the Jacobian notation which we introduced on page 359

$$
J\left(\frac{\varphi, \psi}{u, v}\right)=\left|\begin{array}{ll}
\frac{\partial \varphi}{\partial u} & \frac{\partial \varphi}{\partial v} \\
\frac{\partial \psi}{\partial u} & \frac{\partial \psi}{\partial v}
\end{array}\right|=\left(\frac{\partial \varphi}{\partial u} \frac{\partial \psi}{\partial v}-\frac{\partial \varphi}{\partial v} \frac{\partial \psi}{\partial u}\right)
$$

we may write

$$
\begin{equation*}
r_{s} \times r_{t}=J\left(\frac{x_{2}, x_{3}}{s, t}\right) e_{1}+J\left(\frac{x_{3}, x_{1}}{s, t}\right) e_{2}+J\left(\frac{x_{1}, x_{2}}{s, t}\right) e_{3} \tag{16.45}
\end{equation*}
$$

We say that the equations (16.42) or (16.43) form a parametric representation of the smooth surface element. The quantities $s$ and $t$ are called parameters.

The next result shows the relation between two parametric representations of the same surface element.

Theorem 16.21. Suppose that the transformation given by (16.43) satisfies Condition (16.44) and that (16.43) is $C^{1}$ on a region $G$ which contains $D \cup \partial D$. Let $S$ and $S_{1}$ denote the images of $D \cup \partial D$ and $G$, respectively.
(a) If $(\bar{s}, \bar{t})$ is any point of $D \cup \partial D$, then there is a positive number $\rho$ such that the part of $S$ corresponding to the disk

$$
(s-\bar{s})^{2}+(t-\bar{t})^{2}<\rho^{2}
$$

has one of the forms

$$
x_{3}=f\left(x_{1}, x_{2}\right), \quad x_{1}=g\left(x_{2}, x_{3}\right) \quad \text { or } \quad x_{2}=h\left(x_{1}, x_{3}\right),
$$

where $f, g$, or $h$ is smooth near the point $\left(\bar{x}_{1}, \bar{x}_{2}, \bar{x}_{3}\right)$ corresponding to $(\bar{s}, \bar{t})$.
(b) Suppose that another parametric representation of $S$ and $S_{1}$ is given by

$$
v(\overrightarrow{0 P})=r_{1}\left(s^{\prime}, t^{\prime}\right), \quad\left(s^{\prime}, t^{\prime}\right) \in D_{1} \cup \partial D_{1}
$$

in which $S$ and $S_{1}$ are the images of $D_{1} \cup \partial D_{1}$ and $G_{1}$ respectively, in the ( $s^{\prime}, t^{\prime}$ ) plane. Assume that $D_{1}, G_{1}$ and $r_{1}$ have all the properties which $D, G$, and $r$ have. Then there is a one-to-one transformation

$$
\begin{equation*}
T: s=U\left(s^{\prime}, t^{\prime}\right), \quad t=V\left(s^{\prime}, t^{\prime}\right), \quad\left(s^{\prime}, t^{\prime}\right) \in G_{1} \tag{16.46}
\end{equation*}
$$

form $G_{1}$ to $G$ such that $T\left(D_{1}\right)=D, T\left(\partial D_{1}\right)=\partial D$ and

$$
r\left[U\left(s^{\prime}, t^{\prime}\right), V\left(s^{\prime}, t^{\prime}\right)\right]=r_{1}\left(s^{\prime}, t^{\prime}\right) \quad \text { for }\left(s^{\prime}, t^{\prime}\right) \in G_{1} .
$$

## Proof

(a) Since $\boldsymbol{r}_{s} \times \boldsymbol{r}_{\boldsymbol{t}} \neq 0$ at a point $(\bar{s}, \bar{t})$, it follows that at least one of the three Jacobians in (16.45) is not zero at $(\bar{s}, \bar{t})$. Suppose, for instance, that

$$
J\left(\frac{x_{1}, x_{2}}{s, t}\right) \neq 0
$$

at $(\bar{s}, \bar{t})$. We set

$$
r(s, t)=X_{1}(s, t) e_{1}+X_{2}(s, t) e_{2}+X_{3}(s, t) e_{3}
$$

and denote $\bar{x}_{1}=X_{1}(\bar{s}, \bar{t}), \bar{x}_{2}=X_{2}(\bar{s}, \bar{t}), \bar{x}_{3}=X_{3}(\bar{s}, \bar{t})$. Then from the Implicit function theorem it follows that there are positive numbers $\alpha$ and $\beta$ such that all numbers $x_{1}, x_{2}, s, t$ which satisfy

$$
\left(x_{1}-\bar{x}_{1}\right)^{2}+\left(x_{2}-\bar{x}_{2}\right)^{2}<\alpha^{2}, \quad(s-\bar{s})^{2}+(t-\bar{t})^{2}<\beta^{2}
$$

and

$$
x_{1}=X_{1}(s, t), \quad x_{2}=X_{2}(s, t)
$$

lie on the graph of

$$
s=\varphi\left(x_{1}, x_{2}\right), \quad t=\psi\left(x_{1}, x_{2}\right)
$$

where $\varphi$ and $\psi$ are smooth functions in the disk $\left(x-\bar{x}_{1}\right)^{2}+\left(x_{2}-\bar{x}_{2}\right)^{2}<\alpha^{2}$. In this case the part of $S_{1}$ near $\left(\bar{x}_{1}, \bar{x}_{2}, \bar{x}_{3}\right)$ is the graph of

$$
x_{3}=X_{3}\left[\varphi\left(x_{1}, x_{2}\right), \psi\left(x_{1}, x_{2}\right)\right] \quad \text { for }\left(x_{1}-\bar{x}_{1}\right)^{2}+\left(x_{2}-\bar{x}_{2}\right)^{2}<\alpha^{2}
$$

The conclusion (a) follows when we select $\rho>0$ so small that the image of the $\operatorname{disk}(s-\bar{s})^{2}+(t-\bar{t})^{2}<\rho^{2}$ lies inside the disk $\left(x_{1}-\bar{x}_{1}\right)^{2}+\left(x_{2}-\bar{x}_{2}\right)^{2}<\alpha^{2}$.
(b) Since $r(s, t)$ and $r_{1}\left(s^{\prime}, t^{\prime}\right)$ are one-to-one, it follows that to each $\left(s^{\prime}, t^{\prime}\right)$ in $G_{1}$ there corresponds a unique $P$ on $S_{1}$ which comes from a unique pair ( $s, t$ ) in $G$. The relationship is shown in Figure 16.19. The transformation $T$ in (16.46) is defined by this correspondence: $s=U\left(s^{\prime}, t^{\prime}\right), t=V\left(s^{\prime}, t^{\prime}\right)$. Then $T$ is clearly one-to-one. To see that $T$ is smooth, let ( $s_{0}^{\prime}, t_{0}^{\prime}$ ) be any point in $G_{1}$ and let $s_{0}=U\left(s_{0}^{\prime}, t_{0}^{\prime}\right), t_{0}=V\left(s_{0}^{\prime}, t_{0}^{\prime}\right)$. Denote by $P_{0}$ the point of $S$ corresponding to both $\left(s_{0}, t_{0}\right)$ and ( $s_{0}^{\prime}, t_{0}^{\prime}$ ). At least one of the three Jacobians in (16.45) does not vanish at $\left(s_{0}, t_{0}\right)$. If, for example, the last one does not vanish, we can solve for $s$ and $t$ in terms of $x_{1}$ and $x_{2}$ as in Part (a). We now set

$$
r_{1}\left(s^{\prime}, t^{\prime}\right)=X_{1}^{\prime}\left(s^{\prime}, t^{\prime}\right) e_{1}+X_{2}^{\prime}\left(s^{\prime}, t^{\prime}\right) e_{2}+X_{3}^{\prime}\left(s^{\prime}, t^{\prime}\right) e_{3}
$$

At points $P$ of $S$ near $P_{0}$ the surface can be represented as a function of ( $x_{1}, x_{2}$ ) so that there is a one-to-one correspondence between the range and domain


Figure 16.19. Defining the transformation $T$.
of this function. Therefore we find

$$
U\left(s^{\prime}, t^{\prime}\right)=\varphi\left[X_{1}^{\prime}\left(s^{\prime}, t^{\prime}\right), X_{2}^{\prime}\left(s^{\prime}, t^{\prime}\right)\right], \quad V\left(s^{\prime}, t^{\prime}\right)=\psi\left[X_{1}^{\prime}\left(s^{\prime}, t^{\prime}\right), X_{2}^{\prime}\left(s^{\prime}, t^{\prime}\right)\right]
$$

Hence $U$ and $V$ are smooth near $\left(s_{0}^{\prime}, t_{0}^{\prime}\right)$, an arbitrary point of $D_{1} \cup \partial D_{1} . \quad \square$
Remark. The inverse transformation, $T^{-1}$, has the same smoothness properties that $T$ does.

Definition. Suppose that $S$ is a smooth surface element given by

$$
r(s, t)=x_{1}(s, t) e_{1}+x_{2}(s, t) e_{2}+x_{3}(s, t) e_{3}, \quad(s, t) \in D \cup \partial D .
$$

Then the boundary of $S$ is the image of $\partial D$ in the above parametric representation. From Part (b) of Theorem 16.21 the boundary of a smooth surface element is independent of the particular parametric representation. Also, it is not difficult to see that such a boundary consists of a finite number of piecewise smooth, simple closed curves, no two of which intersect.

From Part (a) of Theorem 16.21 it follows that a neighborhood of any point of a smooth surface element is the graph of an equation of one of the three forms

$$
x_{3}=f\left(x_{1}, x_{2}\right), \quad x_{1}=g\left(x_{2}, x_{3}\right), \quad x_{2}=h\left(x_{1}, x_{3}\right)
$$

where $f, g$, or $h$ is a smooth function on its domain.
The set of points

$$
\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{3}=f\left(x_{1}, x_{2}\right),\left(x_{1}, x_{2}\right) \in D \cup \partial D\right\}
$$

where $f$ is smooth on a region $G$ containing $D \cup \partial D$ is a smooth surface element $S$. To see this, observe that $S$ is the graph of the parametric equations

$$
x_{1}=s, \quad x_{2}=t, \quad x_{3}=f(s, t), \quad(s, t) \in D \cup \partial D .
$$

Definition. A piecewise smooth surface $S$ is the union $S_{1} \cup S_{2} \cup \cdots \cup S_{n}$ of a finite number of smooth surface elements $S_{1}, S_{2}, \ldots, S_{n}$ satisfying the following five conditions:
(i) No two $S_{i}$ have common interior points.
(ii) The intersection of the boundaries of two elements $\partial S_{i} \cap \partial S_{j}, i \neq j$, is either empty, or a single point, or a piecewise smooth arc. See Figure 16.20 for an example of a surface $S$.
(iii) The boundaries of any three distinct elements have at most one point in common.
(iv) Any two points of $S$ can be joined by a path in $S$.
(v) The union of all arcs each of which is on the boundary of only one of the $S_{i}$ form a finite number of disjoint piecewise smooth simple closed curves.

The set of points in $(\mathrm{v})$ constitute the boundary of $S$, denoted $\partial S$. If this set is empty then $S$ is a piecewise smooth surface without boundary.

A piecewise smooth surface $S$ has many decompositions into the finite


Figure 16.20. A piecewise smooth surface.
union of smooth surface elements. An arc which is part of the boundary of two of the $S_{i}$ is called an edge of the decomposition. A corner of one of the boundaries of an $S_{i}$ is called a vertex.

A piecewise smooth surface $S$ is said to be a smooth surface if and only if for every point $P$ not on $\partial S$ a decomposition of $S$ into piecewise smooth surface elements can be found such that $P$ is an interior point of one of the surface elements.

It can be shown that if $F$ is a smooth scalar field on some domain in $\mathbb{R}^{3}$ and $F\left(x_{1}, x_{2}, x_{3}\right)$ and $\nabla F\left(x_{1}, x_{2}, x_{3}\right)$ are never simultaneously zero, then the graph of the equation $F=0$ is a smooth surface provided that the graph is a closed, bounded set. We leave the details of the proof to the reader. For example, the functions

$$
F\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-a^{2}
$$

and

$$
F_{1}\left(x_{1}, x_{2}, x_{3}\right)=\frac{x_{1}^{2}}{a^{2}}+\frac{x_{2}^{2}}{b^{2}}+\frac{x_{3}^{2}}{c^{2}}-1
$$

exhibit the fact that spheres and ellipsoids are smooth surfaces. Any polyhedron can be shown to be a piecewise smooth surface.

Example. Suppose that a smooth scalar field is defined in all of $\mathbb{R}^{3}$ by the formula

$$
F\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}+4 x_{2}^{2}+9 x_{3}^{2}-44
$$

Show that the set $S=\left\{\left(x_{1}, x_{2}, x_{3}\right): F=0\right\}$ is a smooth surface.
Solution. We compute the gradient:

$$
\nabla F=2 x_{1} e_{1}+8 x_{2} e_{2}+18 x_{3} e_{3} .
$$

Then $\nabla F=0$ only at $(0,0,0)$. Since $S$ is not void (e.g., the point $(\sqrt{44}, 0,0)$ is
on it), since $(0,0,0)$ is not a point of $S$, and since $F=0$ is a closed, bounded set, the surface is smooth.

## Problems

1. Find two parametric representations of the hemisphere $S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+\right.$ $\left.x_{3}^{2}=1, x_{3}>0\right\}$ and find the transformation $T$ as given by (16.46) relating the two representations.
2. Same as Problem 1 for the surface $S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+2 x_{3}^{2}=1, x_{3}>0\right\}$.
3. Given the cube with vertices $(0,0,0),(1,0,0),(0,1,0),(1,1,0),(0,0,1),(0,1,1)$ $(1,0,1),(1,1,1)$. Find a decomposition of the surface of the cube into smooth surface elements, and verify that the boundary is empty.
4. Given the sphere $S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1\right\}$. Decompose $S$ into smooth surface elements and verify that $S$ is a smooth surface without boundary.
5. Given the conical surface $S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}-x_{3}^{2}=0,-1<x_{3}<1\right\}$. Decide whether or not $S$ is a smooth surface.
6. A torus $S$ is given by $S=\left\{\left(x_{1}, x_{2}, x_{3}\right):\left(\sqrt{x_{1}^{2}+x_{2}^{2}}-b\right)^{2}+x_{3}^{2}=a^{2}\right\}$ with $0<a<b$. Find a decomposition of $S$ into smooth surface elements and show that $S$ is a surface without boundary.
7. Let $F: D \rightarrow \mathbb{R}^{1}$ be a smooth scalar function where $D$ is a region in $\mathbb{R}^{3}$. Suppose that $F$ and $\nabla F$ are never simultaneously zero. Suppose that $S=\left\{\left(x_{1}, x_{2}, x_{3}\right)\right.$ : $\left.F\left(x_{1}, x_{2}, x_{3}\right)=0\right\}$ is a closed, bounded set. Show that $S$ is a smooth surface.
8. Let $S_{0}=\left\{\left(x_{1}, x_{2}, x_{3}\right): 1 \leqslant x_{1}^{2}+x_{2}^{2}+x_{3}^{2} \leqslant 4\right\}$ and $S_{1}=\left\{\left(x_{1}, x_{2}, x_{3}\right): 2\left(x_{1}^{2}+x_{2}^{2}\right)=\right.$ $\left.1, x_{3}>0\right\}$ be given. Show that $S_{1} \cap S_{0} \equiv S$ is a piecewise smooth surface. Describe $\partial S$.

### 16.6. Area of a Surface in $\mathbb{R}^{3}$; Surface Integrals

Let a surface $S$ in $\mathbb{R}^{\mathbf{3}}$ be given by

$$
S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{3}=f\left(x_{1}, x_{2}\right),\left(x_{1}, x_{2}\right) \in D \cup \partial D\right\}
$$

where $D$ is a bounded region in $\mathbb{R}^{2}$. We know that if $f$ has continuous first derivatives the area of the surface, $A(S)$, may be computed by the formula developed in calculus. In fact, we recall that

$$
A(S)=\iint_{D} \sqrt{1+\left(\frac{\partial f}{\partial x_{1}}\right)^{2}+\left(\frac{\partial f}{\partial x_{2}}\right)^{2}} d A
$$

In order to develop methods for finding the area of more complicated surfaces we first define the area of a smooth surface element (see p. 456 for the definition of a smooth surface element).

Let $\sigma$ be a smooth surface element given by

$$
\begin{equation*}
\sigma: v(\overrightarrow{0 Q})=r(s, t), \quad(s, t) \in D \cup \partial D \tag{16.47}
\end{equation*}
$$



Figure 16.21. $\boldsymbol{r}_{s}$ and $\boldsymbol{r}_{\boldsymbol{t}}$ are tangent to $\sigma$.
with $r$ and $D$ satisfying the conditions stated in the definition of a smooth surface element. If $t$ is held constant, say equal to $t_{0}$, then the graph of (16.47) is a smooth curve on $\sigma$. Therefore $\boldsymbol{r}_{\boldsymbol{s}}\left(\boldsymbol{s}, t_{0}\right)$, the partial derivative of $r$ with respect to $s$, is a vector tangent to this curve on the surface. Similarly, the vector $\boldsymbol{r}_{t}\left(s_{0}, t\right)$ is tangent to the curve on $\sigma$ obtained when we set $s=s_{0}$ (see Figure 16.21). The vectors $r_{s}\left(s_{0}, t_{0}\right)$ and $r_{t}\left(s_{0}, t_{0}\right)$ lie in the plane tangent to the surface element $\sigma$ at the point $P_{0}=r\left(s_{0}, t_{0}\right)$.

Definition. The tangent linear transformation of the surface given by (16.47) at the point $P_{0}$ on $\sigma$ is given by

$$
\begin{equation*}
\overrightarrow{v(\overrightarrow{0 P})}=\boldsymbol{r}\left(s_{0}, t_{0}\right)+r_{s}\left(s_{0}, t_{0}\right)\left(s-s_{0}\right)+r_{t}\left(s_{0}, t_{0}\right)\left(t-t_{0}\right) \tag{16.48}
\end{equation*}
$$

for $(s, t) \in \mathbb{R}^{2}$. Observe that the graph of the point $P$ in (16.48) is the plane tangent to $\sigma$ at $P_{0}$. The image of a rectangle in $\mathbb{R}^{2}$ such as

$$
R=\left\{(s, t): s_{1} \leqslant s \leqslant s_{2}, t_{1} \leqslant t \leqslant t_{2}\right\}
$$

under the transformation (16.48) is a parallelogram $A B C D$ in the plane tangent to $\sigma$ at $P_{0}$ (see Figure 16.22). We set $a=r_{s}\left(s_{0}, t_{0}\right)$ and $b=r_{t}\left(s_{0}, t_{0}\right)$. Then the



Figure 16.22. Image of $R$ is a parallelogram.
points $A, B, C, D$ are determined by

$$
\begin{aligned}
& \vec{v}(\overrightarrow{0 A})=\boldsymbol{r}\left(s_{0}, t_{0}\right)+\boldsymbol{a}\left(s_{1}-s_{0}\right)+\boldsymbol{b}\left(t_{1}-t_{0}\right), \\
& \boldsymbol{v}(\overrightarrow{0 B})=\boldsymbol{r}\left(s_{0}, t_{0}\right)+\boldsymbol{a}\left(s_{2}-s_{0}\right)+\boldsymbol{b}\left(t_{1}-t_{0}\right), \\
& \boldsymbol{v}(\overrightarrow{0 C})=\boldsymbol{r}\left(s_{0}, t_{0}\right)+\boldsymbol{a}\left(s_{2}-s_{0}\right)+\boldsymbol{b}\left(t_{2}-t_{0}\right), \\
& \boldsymbol{v}(\overrightarrow{(0 D})=\boldsymbol{r}\left(s_{0}, t_{0}\right)+\boldsymbol{a}\left(s_{1}-s_{0}\right)+\boldsymbol{b}\left(t_{2}-t_{0}\right) .
\end{aligned}
$$

By subtraction of $v(\overrightarrow{0 A})$ from $v(\overrightarrow{0 B})$ and $v(\overrightarrow{0 A})$ from $v(\overrightarrow{0 D})$ we find that

$$
\boldsymbol{v}(\overrightarrow{A B})=\left(s_{2}-s_{1}\right) \boldsymbol{a}, \quad \boldsymbol{v}(\overrightarrow{A D})=\left(t_{2}-t_{1}\right) \boldsymbol{b}
$$

Denoting the area of $R$ by $A(R)$, we use the vector product to obtain the area of the parallelogram $A B C D$. Hence

$$
\text { Area } \begin{aligned}
A B C D & =|\boldsymbol{v}(\overrightarrow{A B}) \times \boldsymbol{v}(\overrightarrow{A D})|=\left|\left(s_{2}-s_{1}\right)\left(t_{2}-t_{1}\right)\right||\boldsymbol{a} \times \boldsymbol{b}| \\
& =A(R)\left|\boldsymbol{r}_{s}\left(s_{0}, t_{0}\right) \times \boldsymbol{r}_{t}\left(s_{0}, t_{0}\right)\right| .
\end{aligned}
$$

In defining the area of a surface element we use the fact that a very small piece of surface is approximated by a small parallelogram in the plane tangent to this small piece.

Definition. Let $\sigma$ be a smooth surface element given by (16.47). We subdivide $D$ into a number of subregions $D_{1}, D_{2}, \ldots, D_{n}$ and define the mesh size $\|\Delta\|$ as the maximum diameter of all the $D_{i}$. The area of the surface element $\sigma$, denoted $A(\sigma)$, is defined by the formula

$$
A(\sigma)=\lim _{\|\Delta\| \rightarrow 0} \sum_{i=1}^{n} A\left(D_{i}\right)\left|\boldsymbol{r}_{s}\left(s_{i}, t_{i}\right) \times r_{t}\left(s_{i}, t_{i}\right)\right|
$$

where $A\left(D_{i}\right)$ is the area of $D_{i}$, and $\left(s_{i}, t_{i}\right)$ is any point of $D_{i}$, and where the limit exists in the same manner as that determined in the definition of a definite integral. From this definition of area we obtain at once the formula

$$
\begin{equation*}
A(\sigma)=\iint_{D}\left|\boldsymbol{r}_{s}(s, t) \times \boldsymbol{r}_{t}(s, t)\right| d A \tag{16.49}
\end{equation*}
$$

Suppose a surface element $\sigma$ has another parametric representation in addition to (16.47). That is, suppose $\sigma$ is given by

$$
\sigma: v(\overrightarrow{0 P})=r^{\prime}\left(s^{\prime}, t^{\prime}\right) \quad \text { for }\left(s^{\prime}, t^{\prime}\right) \in D^{\prime} \cup \partial D^{\prime}
$$

Then the area $A^{\prime}(\sigma)$ in this representation is given by

$$
\begin{equation*}
A^{\prime}(\sigma)=\iint_{D^{\prime}}\left|\boldsymbol{r}_{s^{\prime}}^{\prime}\left(s^{\prime}, t^{\prime}\right) \times \boldsymbol{r}_{\boldsymbol{t}^{\prime}}^{\prime}\left(s^{\prime}, t^{\prime}\right)\right| d A . \tag{16.50}
\end{equation*}
$$

From the rule for multiplying Jacobians and the rule for change of variables
in a multiple integral, it follows that $A(\sigma)=A^{\prime}(\sigma)$. In fact, we have

$$
\left|\boldsymbol{r}_{s^{\prime}}^{\prime}\left(s^{\prime}, t^{\prime}\right) \times \boldsymbol{r}_{t^{\prime}}^{\prime}\left(s^{\prime}, t^{\prime}\right)\right|=\left|\boldsymbol{r}_{s}(s, t) \times \boldsymbol{r}_{t}(s, t)\right| \cdot\left|J\left(\frac{s, t}{s^{\prime}, t^{\prime}}\right)\right|,
$$

and so (16.49) and (16.50) yield the same value.
If the representation of $\sigma$ is of the form $x_{3}=f\left(x_{1}, x_{2}\right)$ discussed at the beginning of the section, we may set $x_{1}=s, x_{2}=t, x_{3}=f(s, t)$ and find that

$$
J\left(\frac{x_{2}, x_{3}}{s, t}\right)=-f_{s}, \quad J\left(\frac{x_{3}, x_{1}}{s, t}\right)=-f_{t}, \quad J\left(\frac{x_{1}, x_{2}}{s, t}\right)=1 .
$$

Then (16.49) becomes the familiar formula

$$
\begin{equation*}
A(\sigma)=\iint_{D} \sqrt{1+f_{s}^{2}+f_{t}^{2}} d A \tag{16.51}
\end{equation*}
$$

When a surface $\sigma$ is described by a single equation such as $x_{3}=f\left(x_{1}, x_{2}\right)$ we say that $\sigma$ is given in nonparametric form.

Unfortunately most surfaces cannot be described in nonparametric form, and so (16.51) cannot be used in general for the computation of surface area. In fact, it can be shown that a simple surface such as a sphere cannot be part of a single smooth surface element.

If $S$ is a piecewise continuous surface, we can define area by decomposition. First, if $\sigma$ is a smooth surface element, a set $F$ is a figure in $\sigma$ if and only if $F$ is the image under (16.47) of a figure $E$ in the plane region $D \cup \partial D$. The area of $F$ is defined by Formula (16.49). If $\boldsymbol{r}_{1}=\boldsymbol{r}_{1}\left(s^{\prime}, t^{\prime}\right)$ is another representation of $\sigma$ and $E_{1}$ is the set in $D_{1} \cup \partial D_{1}$ corresponding to $F$, it follows from Theorem 16.21 (b) and the rule for multiplying Jacobians that $E_{1}$ is a figure and hence the area of $F$ is also given by (16.49).

Definitions. Let $S$ be a piecewise continuous surface. A set $F$ contained in $S$ is a figure if and only if $F=F_{1} \cup F_{2} \cup \cdots \cup F_{k}$ where each $F_{i}$ is a figure contained in a single smooth surface element $\sigma_{i}$ of $S$ and no two $F_{i}$ have common interior points. The area of $F$ is defined by the formula

$$
A(F)=A\left(F_{1}\right)+\cdots+A\left(F_{k}\right) .
$$

It is important to know that any two such decompositions of a set $F$ yield the same value for $A(F)$. We omit the proof of the theorem which establishes this fact.

We now discuss integration of a function $f$ defined on a surface $F$. Suppose that $F$ is a closed figure on a piecewise smooth surface. We write $F=F_{1} \cup$ $F_{2} \cup \cdots \cup F_{k}$ where each $F_{i}$ is a figure contained in one smooth surface element. Then each $F_{i}$ is the image of a figure $E_{i}$ in $\mathbb{R}^{2}, i=1,2, \ldots, k$, under the map

$$
\begin{equation*}
\vec{v}(\overrightarrow{O Q})=r_{i}(s, t) \quad \text { for }(s, t) \in D_{i} \cup \partial D_{i} \tag{16.52}
\end{equation*}
$$

with $E_{i} \subset\left(D_{i} \cup \partial D_{i}\right)$. Let $f: F \rightarrow \mathbb{R}^{1}$ be a continuous scalar field. We define

$$
\begin{equation*}
\iint_{F} f d S=\sum_{i=1}^{k} \iint_{F_{i}} f d S \tag{16.53}
\end{equation*}
$$

where each term in the right side of $(16.53)$ is defined by the formula

$$
\begin{equation*}
\iint_{F_{i}} f d S=\iint_{E_{i}} f\left[r_{i}(s, t)\right] \cdot\left|\boldsymbol{r}_{i s} \times \boldsymbol{r}_{i t}\right| d A . \tag{16.54}
\end{equation*}
$$

The result is independent of the particular subdivision $\left\{F_{i}\right\}$ and the particular parametric representation (16.52).

If a surface element $\sigma$ has a nonparametric representation $x_{3}=\varphi\left(x_{1}, x_{2}\right)$, then (16.54) becomes

$$
\begin{equation*}
\iint_{F_{i}} f d S=\iint_{E_{i}} f\left[x_{1}, x_{2}, \varphi\left(x_{1}, x_{2}\right)\right] \sqrt{1+\left(\frac{\partial \varphi}{\partial x_{1}}\right)^{2}+\left(\frac{\partial \varphi}{\partial x_{2}}\right)^{2}} d A \tag{16.55}
\end{equation*}
$$

The evaluation of the integral in (16.55) follows the usual rule for evaluation of ordinary double and iterated integrals. We show the technique and give several applications in the following examples.

Example 1. Find the value of $\iint_{F} x_{3}^{2} d S$ where $F$ is the part of the lateral surface of the cylinder $x_{1}^{2}+x_{2}^{2}=4$ between the planes $x_{3}=0$ and $x_{3}=x_{2}+3$ (see Figure 16.23).

Solution. When we transform to the cylindrical coordinate system $x_{1}=r \sin \theta$, $x_{2}=r \cos \theta, x_{3}=z$, then $F$ lies on the surface $r=2$. We choose $\theta$ and $z$ as
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parametric coordinates on $F$ and set

$$
\begin{aligned}
& G=\{(\theta, z):-\pi \leqslant \theta \leqslant \pi, 0 \leqslant z \leqslant 3+2 \cos \theta\} \\
& F=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}=2 \sin \theta, x_{2}=2 \cos \theta, x_{3}=z,(\theta, z) \in G\right\}
\end{aligned}
$$

The element of surface area $d S$ is given by $d S=\left|\boldsymbol{r}_{\boldsymbol{\theta}} \times \boldsymbol{r}_{z}\right| d A_{\theta z}$, (see Figure 16.24) and since

$$
\begin{aligned}
\boldsymbol{r}_{\theta} \times \boldsymbol{r}_{z} & =J\left(\frac{x_{2}, x_{3}}{\theta, z}\right) \boldsymbol{e}_{1}+J\left(\frac{x_{3}, x_{1}}{\theta, z}\right) \boldsymbol{e}_{2}+J\left(\frac{x_{1}, x_{2}}{\theta, z}\right) \boldsymbol{e}_{3} \\
& =-(2 \sin \theta) \boldsymbol{e}_{1}-(2 \cos \theta) \boldsymbol{e}_{2}+0 \cdot \boldsymbol{e}_{3}
\end{aligned}
$$

we find

$$
d S=2 d A_{\theta z}
$$

Therefore

$$
\begin{align*}
\iint_{F} x_{3}^{2} d S & =2 \iint_{G} z^{2} d A_{\theta z}=2 \int_{-\pi}^{\pi} \int_{0}^{3+2 \cos \theta} z^{2} d z d \theta \\
& =\frac{2}{3} \int_{-\pi}^{\pi}(3+2 \cos \theta)^{3} d \theta=60 \pi \tag{16.56}
\end{align*}
$$

Remark. The surface $F$ is not a single smooth surface element since the transformation from $G$ to $F$ shows that the points $(-\pi, z)$ and $(\pi, z)$ of $G$ are carried into the same points of $F$. The condition that the transformation be one-to-one, necessary for a smooth surface element, is therefore violated. However, if we divide $G$ into $G_{1}$ and $G_{2}$ as shown in Figure 16.24, the image of each is a smooth surface element. The evaluation of the integral (16.56) is unchanged.

Surface integrals can be used for the computation of various physical quantities. The center of mass and the moment of inertia of thin curvilinear plates are sometimes computable in terms of surface integrals. Also, the potential of a distribution of an electric charge on a surface may be expressed


Figure 16.25. A cone surmounted by part of a sphere.
as a surface integral. We may associate a mass with any surface $F$ by assuming it to be made of thin material having density $\delta$. The density is assumed to be continuous but not necessarily constant. The total mass of such a surface $F$, denoted $M(F)$, is given by

$$
M(F)=\iint_{F} \delta(P) d S
$$

The moment of inertia $I_{x_{3}}$ (of a surface $F$ ) about the $x_{3}$ axis is given by

$$
I_{x_{3}}(F)=\iint_{F} \delta(P)\left(x_{1}^{2}(P)+x_{2}^{2}(P)\right) d S,
$$

with analogous formulas for $I_{x_{1}}(F)$ and $I_{x_{2}}(F)$.
Example 2. Find the moment of inertia about the $x_{1}$ axis of the surface $S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1, x_{3} \geqslant \sqrt{x_{1}^{2}+x_{2}^{2}}\right\}$. Assume the density $\delta$ is a constant (see Figure 16.25).

Solution. We introduce spherical coordinates $x_{1}=\rho \cos \theta \sin \varphi, x_{2}=$ $\rho \sin \theta \sin \varphi, x_{3}=\rho \cos \varphi$ and set

$$
D=\{(\theta, \varphi): 0 \leqslant \theta \leqslant 2 \pi, 0 \leqslant \varphi \leqslant \pi / 4\} .
$$

Then the surface $S$ is given by $S=\{(\rho, \theta, \varphi): \rho=1,(\theta, \varphi) \in D\}$. We compute $\boldsymbol{r}_{\varphi} \times \boldsymbol{r}_{\boldsymbol{\theta}}$ and find

$$
\begin{aligned}
\boldsymbol{r}_{\varphi} \times \boldsymbol{r}_{\theta} & =J\left(\frac{x_{2}, x_{3}}{\varphi, \theta}\right) \boldsymbol{e}_{1}+J\left(\frac{x_{3}, x_{1}}{\varphi, \theta}\right) \boldsymbol{e}_{2}+J\left(\frac{x_{1}, x_{2}}{\varphi, \theta}\right) \boldsymbol{e}_{3} \\
& =\left(\sin ^{2} \varphi \cos \theta\right) \boldsymbol{e}_{1}+\left(\sin ^{2} \varphi \sin \theta\right) \boldsymbol{e}_{2}+(\sin \varphi \cos \varphi) \boldsymbol{e}_{3} .
\end{aligned}
$$

The element of surface area is

$$
d S=\left|r_{\varphi} \times r_{\theta}\right| d A_{\varphi \theta}=\sin \varphi d A_{\varphi \theta} .
$$

Then

$$
\begin{aligned}
I_{x_{1}} & =\iint_{D} \delta\left(x_{2}^{2}+x_{3}^{2}\right) \sin \varphi d A_{\varphi \theta} \\
& =\delta \int_{0}^{\pi / 4} \int_{0}^{2 \pi}\left(\sin ^{2} \varphi \sin ^{2} \theta+\cos ^{2} \varphi\right) \sin \varphi d \theta d \varphi \\
& =\pi \delta \int_{0}^{\pi / 4}\left(1+\cos ^{2} \varphi\right) \sin \varphi d \varphi=\frac{\pi \delta}{12}(16-7 \sqrt{2}) .
\end{aligned}
$$

Remark. The parametric representation of $S$ in spherical coordinates does not fulfill the required conditions for such representations since $\left|\boldsymbol{r}_{\varphi} \times \boldsymbol{r}_{\boldsymbol{\theta}}\right|=$ $\sin \varphi$ vanishes for $\varphi=0$. However, the surface $S$ with the deletion of a small hole around the $x_{3}$ axis is of the required type. We then let the size of the hole tend to zero and obtain the above result for $I_{x_{1}}$.

Example 3. Given $R=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2} \leqslant 1,0 \leqslant x_{3} \leqslant x_{1}+2\right\}$ and $S=$ $\partial R$. If $S$ has uniform density $\delta$, find its mass. Find the value of

$$
\iint_{S} x_{1} d S
$$

and obtain $\bar{x}_{1}$, the $x_{1}$-coordinate of the center of mass of $S$ (see Figure 16.26).
Solution. The surface is composed of three parts: $S_{1}$, the disk in the $x_{1} x_{2}$-plane; $S_{2}$, the lateral surface of the cylinder; and $S_{3}$, the part of the plane $x_{3}=x_{1}+2$
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inside the cylinder. We have (since $x_{1}$ is an odd function)

$$
\iint_{S_{1}} x_{1} d S=0
$$

On $S_{3}$ we see that $x_{3}=x_{1}+2$ so that $d S=\sqrt{2} d A$ is the element of area on $S_{1}$. Hence

$$
\iint_{S_{3}} x_{1} d S=\sqrt{2} \iint_{S_{1}} x_{1} d A=0
$$

On $S_{2}$ we choose coordinates $(\theta, z)$ with $x_{1}=\cos \theta, x_{2}=\sin \theta, x_{3}=z, d S=$ $d A_{\theta z}$. We write

$$
D_{2}=\{(\theta, z):-\pi \leqslant \theta \leqslant \pi, \quad 0 \leqslant z \leqslant 2+\cos \theta\}
$$

and find

$$
\iint_{S_{2}} x_{1} d S=\iint_{D_{2}} \cos \theta d A_{\theta z}=\int_{-\pi}^{\pi} \int_{0}^{2+\cos \theta} \cos \theta d z d \theta=\pi
$$

Therefore

$$
\iint_{S} x_{1} d s=\iint_{S_{1} \cup S_{2} \cup S_{3}} x_{1} d S=\pi
$$

The surface $S$ is a piecewise smooth surface without boundary. The intersections of $x_{1}^{2}+x_{2}^{2}=1$ with the planes $x_{3}=0, x_{3}=x_{1}+2$ form two smooth edges. There are no vertices on $S$. To find the mass $M(S)$ of $S$, we observe that

$$
M(S)=\iint_{S} \delta d S=\delta A(S)=\delta\left[A\left(S_{1}\right)+A\left(S_{2}\right)+A\left(S_{3}\right)\right]
$$

Clearly, $A\left(S_{1}\right)=\pi, A\left(S_{3}\right)=\pi \sqrt{2}$. Also,

$$
A\left(S_{2}\right)=\iint_{D_{2}} d A_{\theta z}=\int_{-\pi}^{\pi} \int_{0}^{2+\cos \theta} d z d \theta=4 \pi
$$

Therefore $M(S)=\pi \delta(5+\sqrt{2})$. To obtain the $x_{1}$ coordinate of the center of mass, note that

$$
\bar{x}_{1}=\frac{\delta \iint_{S} x_{1} d A}{M(S)}=\frac{\delta \pi}{\delta \pi(5+\sqrt{2})}=\frac{1}{5+\sqrt{2}}
$$

## Problems

In each of Problems 1 through 9, find the value of

$$
\iint_{S} f\left(x_{1}, x_{2}, x_{3}\right) d S
$$

1. $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1}, S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}+x_{2}+x_{3}=1, x_{1} \geqslant 0, x_{2} \geqslant 0, x_{3} \geqslant 0\right\}$.
2. $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}, S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{3}=x_{1}, x_{1}^{2}+x_{2}^{2} \leqslant 1\right\}$.
3. $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}, S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{3}^{2}=x_{1}^{2}+x_{2}^{2}, 1 \leqslant x_{3} \leqslant 2\right\}$.
4. $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}, S$ is the part of the cylinder $x_{3}=x_{1}^{2} / 2$ cut out by the planes $x_{2}=0, x_{1}=2$, and $x_{1}=x_{2}$.
5. $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1} x_{3}, S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}=1,0 \leqslant x_{3} \leqslant x_{1}+2\right\}$.
6. $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1}, S$ is the part of the cylinder $x_{1}^{2}-2 x_{1}+x_{2}^{2}=0$ between the two nappes of the cone $x_{1}^{2}+x_{2}^{2}=x_{3}^{2}$.
7. $f\left(x_{1}, x_{2}, x_{3}\right)=1$; using polar coordinates $(r, \theta)$ in the $x_{1}, x_{2}$-plane, $S$ is the part of the vertical cylinder erected on the spiral $r=\theta, 0 \leqslant \theta \leqslant \pi / 2$, bounded below by the $x_{1} x_{2}$-plane and above by the cone $x_{1}^{2}+x_{2}^{2}=x_{3}^{2}$.
8. $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}+x_{2}^{2}-2 x_{3}^{2}, S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=a^{2}\right\}$.
9. $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}, S=\partial R$ where $R=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{3}^{2} \geqslant x_{1}^{2}+x_{2}^{2}, 1 \leqslant x_{3} \leqslant 2\right\}$ (see Problem 3).
In each of Problems 10 through 14, find the moment of inertia of $S$ about the indicated axis, assuming that the density $\delta$ is constant.
10. The surface $S$ of Problem 3; $x_{1}$ axis.
11. The surface $S$ of Problem 6; $x_{1}$ axis.
12. The surface $S$ of Problem 7; $x_{3}$ axis.
13. The surface $S$ which is the boundary of $R$, where $R=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}+x_{2}+\right.$ $\left.x_{3}<1, x_{1}>0, x_{2}>0, x_{3}>0\right\}$; about the $x_{2}$ axis.
14. The torus $S=\left\{\left(x_{1}, x_{2}, x_{3}\right):\left(\sqrt{x_{1}^{2}+x_{2}^{2}}-b\right)^{2}+x_{3}^{2}=a^{2}, 0<a<b\right\} ; x_{3}$ axis. [Hint: If the parameters $\theta, \varphi$ are introduced by the relations

$$
\begin{aligned}
& x_{1}=(b+a \cos \varphi) \cos \theta \\
& x_{2}=(b+a \cos \varphi) \sin \theta \\
& x_{3}=a \sin \varphi,
\end{aligned}
$$

the torus $S$ is described by $\{(\varphi, \theta): 0 \leqslant \varphi \leqslant 2 \pi, 0 \leqslant \theta \leqslant 2 \pi\}$.]
In each of Problems 15 through 17 find the center of mass assuming the density $\delta$ is constant.
15. $S$ is the surface of Problem 2.
16. $S$ is the surface of Problem 13.
17. $S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=4 a^{2} ; x_{1}^{2}+x_{2}^{2} \leqslant a^{2}\right\}$.

The electrostatic potential $E(Q)$ at a point $Q$ due to a distribution of electric charge (with charge density $\rho$ ) on a surface $S$ is given by

$$
E(Q)=\iint_{S} \frac{\rho(P) d S}{d_{P Q}}
$$

where $d_{P Q}$ is the distance from a point $Q$ in $\mathbb{R}^{3}-S$ to a point $P \in S$.


Figure 16.27. The unit normal to the surface $S$.

In Problems 18 through 21 find $E(Q)$ at the point given, assuming that $\rho$ is constant.
18. $S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}=1,0 \leqslant x_{3} \leqslant 1\right\} ; Q=(0,0,0)$.
19. $S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=a^{2}\right\} ; Q=(0,0, c)$. Case 1: $c>a>0$; Case 2: $a>c>0$.
20. $S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=a^{2}, x_{3} \geqslant 0\right\} . Q=(0,0, c) ; 0<c<a$.
21. $S$ is the surface of Problem 3; $Q=(0,0,0)$.

### 16.7. Orientable Surfaces

Suppose that $S$ is a smooth surface element represented parametrically by

$$
\begin{equation*}
\boldsymbol{v}(\overrightarrow{0 P})=r(s, t) \quad \text { with }(s, t) \in D \cup \partial D \tag{16.57}
\end{equation*}
$$

where $D$ is a region in the $(s, t)$ plane with a piecewise smooth boundary $\partial D$. From the definition of a smooth surface element, we know that $\boldsymbol{r}_{s} \times \boldsymbol{r}_{\boldsymbol{t}} \neq 0$ for ( $s, t$ ) in a region $G$ containing $D \cup \partial D$ (see Figure 16.27).

Definition. For a smooth surface element $S$, the unit normal function to $S$ is defined by the formula

$$
\boldsymbol{n}=\frac{\boldsymbol{r}_{s} \times \boldsymbol{r}_{\boldsymbol{t}}}{\left|\boldsymbol{r}_{\boldsymbol{s}} \times \boldsymbol{r}_{\boldsymbol{t}}\right|}, \quad(s, t) \in D
$$

Whenever $S$ is a smooth surface element, the vector $n$ is a continuous function of $s$ and $t$. Using Jacobian notation, $n$ may be written in coordinates

$$
\begin{equation*}
\boldsymbol{n}=\left|\boldsymbol{r}_{s} \times \boldsymbol{r}_{t}\right|^{-1}\left[J\left(\frac{x_{2}, x_{3}}{s, t}\right) e_{1}+J\left(\frac{x_{3}, x_{1}}{s, t}\right) e_{2}+J\left(\frac{x_{1}, x_{2}}{s, t}\right) e_{3}\right] \tag{16.58}
\end{equation*}
$$

Suppose now that the same surface element $S$ has another parametric
representation

$$
\vec{v}(\overrightarrow{0 P})=r^{\prime}\left(s^{\prime}, t^{\prime}\right) \quad \text { with }\left(s^{\prime}, t^{\prime}\right) \in D^{\prime} \cup \partial D^{\prime}
$$

Then from Part (b) of Theorem 16.21 there is a one-to-one continuously differentiable transformation $T$ given by

$$
T: s=U\left(s^{\prime}, t^{\prime}\right), \quad t=V\left(s^{\prime}, t^{\prime}\right), \quad\left(s^{\prime}, t^{\prime}\right) \in G^{\prime}
$$

from $G^{\prime}$ to $G$ such that $T\left(D^{\prime}\right)=D$ and $T\left(\partial D^{\prime}\right)=\partial D$. We also have

$$
r\left[U\left(s^{\prime}, t^{\prime}\right), V\left(s^{\prime}, t^{\prime}\right)\right]=r^{\prime}\left(s^{\prime}, t^{\prime}\right) \quad \text { for }\left(s^{\prime}, t^{\prime}\right) \in D^{\prime}
$$

We now define the unit normal function $\boldsymbol{n}^{\prime}$ in terms of the second parametric representation:

$$
\begin{equation*}
n^{\prime}=\left|\boldsymbol{r}_{s^{\prime}}^{\prime} \times \boldsymbol{r}_{t^{\prime}}\right|^{-1}\left[J\left(\frac{x_{2}, x_{3}}{s^{\prime}, t^{\prime}}\right) \boldsymbol{e}_{1}+J\left(\frac{x_{3}, x_{1}}{s^{\prime}, t^{\prime}}\right) e_{2}+J\left(\frac{x_{1}, x_{2}}{s^{\prime}, t^{\prime}}\right) e_{3}\right] \tag{16.59}
\end{equation*}
$$

Using the law for multiplying Jacobians, we conclude from (16.58) and (16.59) that for all $P \in S$

$$
n^{\prime}(P)=n(P) \quad \text { or } \quad n^{\prime}(P)=-n(P)
$$

The choice of sign depends upon whether $J\left(s, t / s^{\prime}, t^{\prime}\right)$ is positive or negative on $D^{\prime} \cup \partial D^{\prime}$.

Definitions. A smooth surface $S$ is orientable if and only if there exists a continuous unit normal function defined over all of $S$. Such a unit normal function is called an orientation of $S$.

Since the unit normal function to $S$ at a point $P$ is either $\boldsymbol{n}(P)$ or $-\boldsymbol{n}(P)$, each orientable surface possesses exactly two orientations, each of which is the negative of the other. An oriented surface is the pair ( $S, n$ ) where $n$ is one of the two orientations of $S$. We denote such an oriented surface by $\vec{S}$. Suppose that $F$ is a smooth surface element of the oriented surface $\vec{S}$. The function $n$ when restricted to $F$ provides an orientation for $F$ so that $(F, n)=\vec{F}$ is an oriented surface element. We say that the orientation of $F$ agrees with the orientation of $S$ if the parametric representations of $F$ and $S$ yield unit normal functions on $F$ which are identical.

It is intuitively clear that smooth surfaces such as spheres, ellipsoids, toruses, and so forth, are all orientable surfaces. However, there are smooth surfaces for which there is no way to choose a continuous unit normal over the entire surface. One such surface is the Möbius strip shown in Figure 16.28. A model of this surface can be made from a long, narrow rectangular strip of paper by giving one end a half-twist $\left(180^{\circ}\right)$ and then gluing the ends together. A Möbius strip $M$ can be represented parametrically on a rectangle (Figure 16.29)

$$
R=\{(s, t): 0 \leqslant s \leqslant 2 \pi,-h \leqslant t \leqslant h\}
$$



Figure 16.28. A Möbius strip.
by the equations $(0<h<a)$ :

$$
\begin{equation*}
x_{1}=\left(a+t \sin \frac{1}{2} s\right) \cos s, \quad x_{2}=\left(a+t \sin \frac{1}{2} s\right) \sin s, \quad x_{3}=t \cos \frac{1}{2} s \tag{16.60}
\end{equation*}
$$

To find the unit normal to $M$, we first compute

$$
\begin{aligned}
& J\left(\frac{x_{2}, x_{3}}{s, t}\right)=\left(a+t \sin \frac{1}{2} s\right) \cos \frac{1}{2} s \cos s+\frac{1}{2} t \sin s \\
& J\left(\frac{x_{3}, x_{1}}{s, t}\right)=\left(a+t \sin \frac{1}{2} s\right) \cos \frac{1}{2} s \sin s-\frac{1}{2} t \cos s \\
& J\left(\frac{x_{1}, x_{2}}{s, t}\right)=-\left(a+t \sin \frac{1}{2} s\right) \sin \frac{1}{2} s
\end{aligned}
$$



Figure 16.29


Figure 16.30

Then

$$
\left|\boldsymbol{r}_{s} \times \boldsymbol{r}_{t}\right|^{2}=\left(a+t \sin \frac{1}{2} s\right)^{2}+\frac{1}{4} t^{2}
$$

Therefore $\boldsymbol{r}_{s} \times \boldsymbol{r}_{\boldsymbol{t}}$ is never 0 , so that if we define $\boldsymbol{n}(s, t)$ by

$$
\boldsymbol{n}(s, t)=\left|\boldsymbol{r}_{s} \times \boldsymbol{r}_{t}\right|^{-1} \boldsymbol{r}_{s} \times \boldsymbol{r}_{t}
$$

it follows that $\boldsymbol{n}(s, t)$ is continuous. However, $\boldsymbol{n}(0,0)=\boldsymbol{e}_{1}$ and $\boldsymbol{n}(2 \pi, 0)=-\boldsymbol{e}_{1}$, while the points $(0,0),(2 \pi, 0)$ in $R$ correspond to the same point on $M$. The transformation (16.60) is one-to-one except for the points of $R$ given by $(0, t)$ and $(2 \pi,-t),-h \leqslant t \leqslant h$, which are carried into the same point of $M$ (see Figure 16.29). The Möbius strip, called a "one-sided surface," is not a smooth surface element. It is not an orientable surface since, if a pencil line (with pencil perpendicular to the surface) is drawn down the center of the strip $(t=0)$ then, after one complete trip around, the pencil will be pointing to the "opposite side."

If $S$ is a smooth surface element represented parametrically by

$$
\begin{equation*}
\boldsymbol{v}(\overrightarrow{O P})=\boldsymbol{r}(s, t), \quad(s, t) \in D \cup \partial D \tag{16.61}
\end{equation*}
$$

then the boundary $\partial S$ is the image of $\partial D$. Since $\mathbb{R}^{2}$ is oriented, we say that $\partial D$ is positively directed if it is oriented so that $D$ is on the left as $\partial D$ is traversed (see Figure 16.30 ). We write $\overrightarrow{\partial D}$ for this orientation and $-\overrightarrow{\partial D}$ when the boundary is oppositely directed.

Let $\vec{S}$ be an oriented surface and suppose that the parametric representation given by (16.61) agrees with the orientation of $\vec{S}$. Then every closed curve $\Gamma$ on the boundary of $\vec{S}$ will have an orientation induced by the oriented closed curve $\vec{C}$ of $\overrightarrow{\partial D}$ which has $\Gamma$ as its image. We write $\vec{\Gamma}$ for this oriented curve and say that it is positively directed with respect to $\vec{S}$ if $\vec{C}$ is positively directed. Geometrically, the curve $\vec{\Gamma}$ is directed so that if one proceeds along $\overrightarrow{\partial S}$ in an upright position with head in the direction of the positive normal $n$ to the surface, then the surface is on the left (see Figure 16.31). In terms of positively and negatively oriented coordinate systems in $\mathbb{R}^{3}$, if $t$ is tangent to $\overrightarrow{\partial S}$ pointing


Figure 16.31. $S$ is on the left as $\partial S$ is traversed.
in the positive direction, if $\boldsymbol{n}$ is perpendicular to $\boldsymbol{t}$ and in the direction of the positive normal to $\vec{S}$, and if $\boldsymbol{b}$ is perpendicular to the vectors $t$ and $n$ and pointing toward the surface $S$, then the triple $\boldsymbol{t}, \boldsymbol{b}, \boldsymbol{n}$ is a positively-oriented triple. If $\partial D$ and $\partial S$ consist of several closed curves, the statement holds for each curve.

The notion of an orientable surface can be extended to piecewise smooth surfaces. Such surfaces have edges, and so a continuous unit normal vector field cannot be defined over the entirety of such a surface. However, a piecewise smooth surface can be divided into a finite number of smooth surface elements $F_{1}, F_{2}, \ldots, F_{n}$. Each surface element may be oriented and each boundary can be given a positive direction. Let $\gamma_{i j}$ be a smooth arc which is the common boundary of the surface elements $F_{i}$ and $F_{j}$.

Definitions. If, for all arcs $\gamma_{i j}$, the positive direction of $\gamma_{i j}$ as part of $\overrightarrow{\partial F}_{i}$ is the negative of the positive direction of $\gamma_{i j}$ as part of $\overrightarrow{\partial F}_{j}$, the surface $F$ is said to be an orientable piecewise smooth surface. In this case, the collection of oriented elements $\vec{F}_{i}$ forms an orientation of $F$ and the unit normal function defined on the interior of each $F_{i}$ is called the positive unit normal function of $F$.

Figure 16.32 exhibits a piecewise smooth, orientable surface and its decomposition into four smooth surface elements. Those boundary arcs of the $F_{i}$ which are traversed only once comprise $\overrightarrow{\partial F}$ which is a positively directed,


Figure 16.32. An orientable piecewise smooth surface.


Figure 16.33. $S$ is the surface of a tetrahedron.
closed, piecewise smooth curve. However $\overrightarrow{\partial F}$ may be empty (e.g., if $S$ is the surface of a cube). From the above discussion, it follows that if a piecewise smooth surface is orientable according to one decomposition into smooth surface elements, then it is orientable according to any other such decomposition. A nonorientable surface, such as a Möbius strip, is not orientable even if it is treated as a piecewise smooth rather than as a smooth surface. That is, if a surface $S$ is not orientable, then it can be shown that there is no decomposition into smooth surface elements such that all the $\gamma_{i j}$ always have opposite orientations as parts of $\overrightarrow{\partial F}_{i}$ and $\overrightarrow{\partial F_{j}}$.

Example. Let $S$ be the surface of the tetrahedron with vertices at $(0,0,0)$, $(1,0,0),(0,1,0),(0,0,1)$. Divide $S$ into smooth surface elements, find a parametric reprsentation of each, and find $n$, the unit normal function in terms of the parameters (see Figure 16.33).

Solution. The surface $S=S_{1} \cup S_{2} \cup S_{3} \cup S_{4}$ where each $S_{i}$ is one of the triangular faces. We define

$$
D=\{(s, t): 0<s<1-t, 0 \leqslant t \leqslant 1\} .
$$

The surface $S_{1}$ consisting of the triangular region connecting the points $(0,0,0),(1,0,0),(0,1,0)$ has the parametric representation

$$
r(s, t)=s e_{1}+t e_{2}+0 \cdot e_{3}, \quad(s, t) \in D
$$

Therefore $r_{s}=e_{1}, r_{t}=e_{2}$ and $r_{s} \times r_{t}=e_{3}$. Since this last vector has length 1 , the unit normal function $n$ is $e_{3}$ on $S_{1}$. The surface $S_{2}$ consisting of the triangular region connecting the points $(1,0,0),(0,1,0),(0,0,1)$ has the parametric representation

$$
r(s, t)=s e_{1}+t e_{2}+(1-s-t) e_{3}, \quad(s, t) \in D
$$

Hence $r_{s}=e_{1}-e_{3}, r_{t}=e_{2}-e_{3}$ and $r_{s} \times r_{t}=e_{1}+e_{2}+e_{3}$. Therefore $n=$ $\left|r_{s} \times r_{t}\right|^{-1} r_{s} \times r_{t}=(1 / \sqrt{3})\left(e_{1}+e_{2}+e_{3}\right)$.

The remaining two surfaces of $S$ are similar to $S_{1}$.

## Problems

In each of Problems 1 through 6 a piecewise smooth (or smooth) surface $S$ is described. Divide $S$ into smooth surface elements (if necessary) and find a parametric representation for each element. Then express $n$, the unit normal function, in terms of these parameters. Describe $\partial S$ in each case.

1. $S$ is the surface of a cube of side length 1 .
2. $S$ is the pyramid with vertices at $(0,0,0),(1,0,0),(1,1,0),(0,1,0)$, and $(0,0,1)$.
3. $S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1, x_{3} \geqslant 0\right\}$.
4. $S=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}-x_{3}^{2}=0,1 \leqslant x_{3} \leqslant 2\right\}$.
5. $S=S_{1} \cup S_{2}$ where $S_{1}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+4 x_{2}^{2}+x_{3}^{2}=12,0 \leqslant x_{2} \leqslant \frac{1}{2}\right\}, \quad S_{2}=$ $\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+3 x_{2}^{2}+x_{3}^{2}=12,-\frac{1}{2} \leqslant x_{2} \leqslant 0\right\}$.
6. $S=\left\{\left(x_{1}, x_{2}, x_{3}\right):\left|x_{3}\right|=x_{1}^{2}+x_{2}^{2},-1 \leqslant x_{3} \leqslant 1\right\}$.
7. Let $M$ be the Möbius strip given by $x_{1}=\left(1+t \sin \frac{1}{2} s\right) \cos s, x_{2}=\left(1+t \sin \frac{1}{2} s\right) \sin s$, $x_{3}=t \cos \frac{1}{2} s$, with $(s, t) \in R=\left\{(s, t): 0 \leqslant s \leqslant 2 \pi,-\frac{1}{2} \leqslant t \leqslant \frac{1}{2}\right\}$. Divide the rectangle $R$ into $n$ vertical strips of equal size and show that the portion of $M$ corresponding to each strip is a smooth surface element. Also show that the curves $\gamma_{i j}$, the common boundary of the $i$ th and $j$ th surface element, are oriented in such a way that $M$ cannot be oriented.
8. Let $S$ be the surface of a pyramid with a square base. Show that it is an orientable piecewise smooth surface.
9. Let $S$ be the surface of a pyramid with base which is a polygon with $n$ sides, $n \geqslant 5$. Show that $S$ is an orientable piecewise smooth surface.

### 16.8. The Stokes Theorem

Let $\vec{S}$ be a smooth oriented surface in $\mathbb{R}^{3}$ with boundary $\overrightarrow{\partial S}$ and suppose that $v$ is a vector function defined on $S$ and $\partial S$. Stokes's theorem is a generalization to surfaces of Green's theorem. We recall that Green's theorem establishes a relation between the integral of the derivative of a function in a domain $D$ in $\mathbb{R}^{2}$ and the integral of the same function over $\partial D$ (Theorem 16.20). The theorem of Stokes establishes an equality between the integral of curl $\boldsymbol{v} \cdot \boldsymbol{n}$ over a surface $\vec{S}$ and the integral of $v$ over the boundary of $\vec{S}$. The principal result is given in Theorem 16.22.

Let $S$ be represented parametrically by

$$
r(s, t)=x_{1}(s, t) e_{1}+x_{2}(s, t) e_{2}+x_{3}(s, t) e_{3} \quad \text { for }(s, t) \in D
$$

where $D$ is a bounded region in the $(s, t)$-plane. Then the positive unit normal function is

$$
\boldsymbol{n}(s, t)=\left|\boldsymbol{r}_{s} \times \boldsymbol{r}_{t}\right|^{-1}\left[J\left(\frac{x_{2}, x_{3}}{s, t}\right) \boldsymbol{e}_{1}+J\left(\frac{x_{3}, x_{1}}{s, t}\right) \boldsymbol{e}_{2}+J\left(\frac{x_{1}, x_{2}}{s, t}\right) e_{3}\right]
$$

Suppose that $\boldsymbol{v}$ is a continuous vector field defined on $S$ and given in coordinates by

$$
v\left(x_{1}, x_{2}, x_{3}\right)=v_{1}\left(x_{1}, x_{2}, x_{3}\right) e_{1}+v_{2}\left(x_{1}, x_{2}, x_{3}\right) e_{2}+v_{3}\left(x_{1}, x_{2}, x_{3}\right) e_{3}
$$

Since $S$ is a smooth surface the scalar product $\boldsymbol{v} \cdot \boldsymbol{n}$ is continuous on $S$, and a direct computation yields

$$
\boldsymbol{v} \cdot \boldsymbol{n}=\left|\boldsymbol{r}_{s} \times \boldsymbol{r}_{t}\right|^{-1}\left[v_{1} J\left(\frac{x_{2}, x_{3}}{s, t}\right)+v_{2} J\left(\frac{x_{3}, x_{1}}{s, t}\right)+v_{3} J\left(\frac{x_{1}, x_{2}}{s, t}\right)\right] .
$$

Therefore it is possible to define the surface integral

$$
\begin{equation*}
\iint_{S} v \cdot n d S \tag{16.62}
\end{equation*}
$$

The surface element $d S$ can be computed in terms of the parameters $(s, t)$ by the formula

$$
d S=\left|\boldsymbol{r}_{s} \times \boldsymbol{r}_{t}\right| d A_{s t}
$$

where $d A_{s t}$ is the element of area in the plane region $D$. Hence

$$
\begin{equation*}
\iint_{S} v \cdot n d S=\iint_{D}\left[v_{1} J\left(\frac{x_{2}, x_{3}}{s, t}\right)+v_{2} J\left(\frac{x_{3}, x_{1}}{s, t}\right)+v_{3} J\left(\frac{x_{1}, x_{2}}{s, t}\right)\right] d A_{s t} \tag{16.63}
\end{equation*}
$$

If $r_{1}\left(s^{\prime}, t^{\prime}\right)$ is another smooth representation of $S$ with $\left(s^{\prime}, t^{\prime}\right) \in D_{1}$, it follows from Theorem 16.21 that there is a smooth one-to-one transformation

$$
s=U\left(s^{\prime}, t^{\prime}\right), \quad t=V\left(s^{\prime}, t^{\prime}\right)
$$

such that

$$
r\left[U\left(s^{\prime}, t^{\prime}\right), V\left(s^{\prime}, t^{\prime}\right)\right]=r_{1}\left(s^{\prime}, t^{\prime}\right)
$$

The rule for multiplying Jacobians implies that the representation $r_{1}\left(s^{\prime}, t^{\prime}\right)$ gives the same orientation as the representation $r(s, t)$ if and only if

$$
J\left(\frac{s, t}{s^{\prime}, t^{\prime}}\right)>0
$$

Therefore if we replace $(s, t)$ by $\left(s^{\prime}, t^{\prime}\right)$ in (16.63) and integrate over $D_{1}$ we obtain the formula for

$$
\iint_{S} v \cdot n d S
$$

in terms of the parameters $\left(s^{\prime}, t^{\prime}\right)$.
If $S$ is piecewise smooth rather than smooth, it can be represented as the union of a finite number of smooth surface elements $S_{1}, S_{2}, \ldots, S_{m}$. Then it is
natural to define

$$
\iint_{S} \boldsymbol{v} \cdot \boldsymbol{n} d S=\sum_{i=1}^{m} \iint_{S_{i}} \boldsymbol{v} \cdot \boldsymbol{n}_{i} d S_{i}
$$

where each integral on the right may be evaluated according to (16.63). In a similar way we can define the line integral over the boundary $\overrightarrow{\partial S}$ of a piecewise smooth oriented surface $\vec{S}$. If $\overrightarrow{\partial S}$ is made up of a finite number of smooth positively directed arcs $\vec{C}_{1}, \vec{C}_{2}, \ldots, \vec{C}_{n}$, and if $v$ is a continuous vector field defined in a region of $\mathbb{R}^{3}$ which contains $\overrightarrow{\partial S}$, we define

$$
\int_{\overrightarrow{\partial S}} v \cdot d \boldsymbol{r}=\sum_{i=1}^{n} \int_{\vec{C}^{i}} v \cdot d r
$$

The following two lemmas are needed in the proof of the Stokes theorem.
Lemma 16.6. Suppose that $\vec{S}$ is a smooth oriented surface element in $\mathbb{R}^{3}$ with a parametric representation

$$
r(s, t)=x_{1}(s, t) \boldsymbol{e}_{1}+x_{2}(s, t) e_{2}+x_{3}(s, t) \boldsymbol{e}_{3} \quad \text { for } \quad(s, t) \in D \cup \partial D
$$

Let $v$ be a continuous vector field defined on an open set $G$ containing $\overrightarrow{\partial S}$ given by

$$
v\left(x_{1}, x_{2}, x_{3}\right)=v_{1}\left(x_{1}, x_{2}, x_{3}\right) \boldsymbol{e}_{1}+v_{2}\left(x_{1}, x_{2}, x_{3}\right) \boldsymbol{e}_{2}+v_{3}\left(x_{1}, x_{2}, x_{3}\right) e_{3}
$$

for $\left(x_{1}, x_{2}, x_{3}\right) \in G$. Then

$$
\begin{align*}
\int_{\overrightarrow{\partial s}} v \cdot d \boldsymbol{r}= & \int_{\overrightarrow{\partial D}}\left[\left(v_{1} \frac{\partial x_{1}}{\partial s}+v_{2} \frac{\partial x_{2}}{\partial s}+v_{3} \frac{\partial x_{3}}{\partial s}\right) d s\right. \\
& \left.+\left(v_{1} \frac{\partial x_{1}}{\partial t}+v_{2} \frac{\partial x_{2}}{\partial t}+v_{3} \frac{\partial x_{3}}{\partial t}\right) d t\right] \tag{16.64}
\end{align*}
$$

Proof. We establish the result when $\overrightarrow{\partial D}$ consists of a single piecewise smoth simple closed curve. The extension to several such curves is clear. Let $\overrightarrow{\partial D}$ be given parametrically by the equations

$$
s=s(\tau), \quad t=t(\tau), \quad a \leqslant \tau \leqslant b
$$

Then the equations

$$
\begin{gathered}
x_{1}=x_{1}[s(\tau), t(\tau)], \quad x_{2}=x_{2}[s(\tau), t(\tau)], \\
x_{3}=x_{3}[s(\tau), t(\tau)], \quad a \leqslant \tau \leqslant b,
\end{gathered}
$$

give a parametric representation of $\overrightarrow{\partial S}$. Using the Chain rule we find

$$
\begin{aligned}
d \boldsymbol{r}= & \left(d x_{1}\right) e_{1}+\left(d x_{2}\right) e_{2}+\left(d x_{3}\right) e_{3} \\
= & {\left[\frac{\partial x_{1}}{\partial s} \frac{d s}{d \tau}+\frac{\partial x_{1}}{\partial t} \frac{d t}{d \tau}\right] d \tau e_{1}+\left[\frac{\partial x_{2}}{\partial s} \frac{d s}{d \tau}+\frac{\partial x_{2}}{\partial t} \frac{d t}{d \tau}\right] d \tau e_{2} } \\
& +\left[\frac{\partial x_{3}}{\partial s} \frac{d s}{d \tau}+\frac{\partial x_{3}}{\partial t} \frac{d t}{d \tau}\right] d \tau e_{3} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\int_{\overrightarrow{\partial s}} \boldsymbol{v} \cdot d \boldsymbol{r}= & \int_{a}^{b}\left[\left(v_{1} \frac{\partial x_{1}}{\partial s}+v_{2} \frac{\partial x_{2}}{\partial s}+v_{3} \frac{\partial x_{3}}{\partial s}\right) \frac{d s}{d \tau}\right. \\
& \left.+\left(v_{1} \frac{\partial x_{1}}{\partial t}+v_{2} \frac{\partial x_{2}}{\partial t}+v_{3} \frac{\partial x_{3}}{\partial t}\right) \frac{d t}{d \tau}\right] d \tau
\end{aligned}
$$

and (16.64) follows at once.
Let $\boldsymbol{v}$ be a smooth vector field defined in a region $G$ of $\mathbb{R}^{3}$ given in coordinates

$$
\begin{equation*}
\boldsymbol{v}\left(x_{1}, x_{2}, x_{3}\right)=v_{1}\left(x_{1}, x_{2}, x_{3}\right) \boldsymbol{e}_{1}+v_{2}\left(x_{1}, x_{2}, x_{3}\right) \boldsymbol{e}_{2}+v_{3}\left(x_{1}, x_{2}, x_{3}\right) e_{3} \tag{16.65}
\end{equation*}
$$

We recall that curl $\boldsymbol{v}$ is a vector field on $G$ given by

$$
\begin{equation*}
\operatorname{curl} \boldsymbol{v}=\left(\frac{\partial v_{3}}{\partial x_{2}}-\frac{\partial v_{2}}{\partial x_{3}}\right) \boldsymbol{e}_{1}+\left(\frac{\partial v_{1}}{\partial x_{3}}-\frac{\partial v_{3}}{\partial x_{1}}\right) \boldsymbol{e}_{2}+\left(\frac{\partial v_{2}}{\partial x_{1}}-\frac{\partial v_{1}}{\partial x_{2}}\right) \boldsymbol{e}_{3} . \tag{16.66}
\end{equation*}
$$

Theorem 16.22 (The Stokes theorem). Suppose that $\overrightarrow{\boldsymbol{S}}$ is a bounded, closed, oriented piecewise smooth surface and that $v$ is a smooth vector field on a region in $\mathbb{R}^{3}$ containing $\vec{S} \cup \overrightarrow{\partial S}$. Then

$$
\begin{equation*}
\iint_{\vec{S}}(\operatorname{curl} v) \cdot \boldsymbol{n} d S=\int_{\partial S} \boldsymbol{v} \cdot d r \tag{16.67}
\end{equation*}
$$

Proof. We first suppose that $\vec{S}$ is a smooth oriented surface element and that the components of $\boldsymbol{r}$ have continuous second derivatives. From Equation (16.64) in Lemma 16.6, it follows that

$$
\begin{aligned}
\int_{\overrightarrow{\partial s}} v \cdot d \boldsymbol{r}= & \int_{\overrightarrow{\partial D}}\left[\left(v_{1} \frac{\partial x_{1}}{\partial s}+v_{2} \frac{\partial x_{2}}{\partial s}+v_{3} \frac{\partial x_{3}}{\partial s}\right) d s\right. \\
& \left.+\left(v_{1} \frac{\partial x_{1}}{d t}+v_{2} \frac{\partial x_{2}}{\partial t}+v_{3} \frac{\partial x_{3}}{\partial t}\right) d t\right]
\end{aligned}
$$

We apply Green's theorem to the integral on the right and use the Chain rule to obtain

$$
\begin{aligned}
\iint_{\overrightarrow{\partial s}} \boldsymbol{v} \cdot d \boldsymbol{r}= & \iint_{D}\left\{\frac{\partial}{\partial s}\left[v_{1} \frac{\partial x_{1}}{d t}+v_{2} \frac{\partial x_{2}}{\partial t}+v_{3} \frac{\partial x_{3}}{\partial t}\right]\right. \\
& \left.-\frac{\partial}{\partial t}\left[v_{1} \frac{\partial x_{1}}{d s}+v_{2} \frac{\partial x_{2}}{\partial s}+v_{3} \frac{\partial x_{3}}{\partial s}\right]\right\} d A_{s t} \\
= & \iint_{D}\left\{\left(\frac{\partial v_{1}}{\partial x_{1}} \frac{\partial x_{1}}{\partial s}+\frac{\partial v_{1}}{\partial x_{2}} \frac{\partial x_{2}}{\partial s}+\frac{\partial v_{1}}{\partial x_{3}} \frac{\partial x_{3}}{\partial s}\right) \frac{\partial x_{1}}{\partial t}\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\left(\frac{\partial v_{2}}{\partial x_{1}} \frac{\partial x_{1}}{\partial s}+\frac{\partial v_{2}}{\partial x_{2}} \frac{\partial x_{2}}{\partial s}+\frac{\partial v_{2}}{\partial x_{3}} \frac{\partial x_{3}}{\partial s}\right) \frac{\partial x_{2}}{\partial t} \\
& +\left(\frac{\partial v_{3}}{\partial x_{1}} \frac{\partial x_{1}}{\partial s}+\frac{\partial v_{3}}{\partial x_{2}} \frac{\partial x_{2}}{\partial s}+\frac{\partial v_{3}}{\partial x_{3}} \frac{\partial x_{3}}{\partial s}\right) \frac{\partial x_{3}}{\partial t} \\
& -\left(\frac{\partial v_{1}}{\partial x_{1}} \frac{\partial x_{1}}{\partial t}+\frac{\partial v_{1}}{\partial x_{2}} \frac{\partial x_{2}}{\partial t}+\frac{\partial v_{1}}{\partial x_{3}} \frac{\partial x_{3}}{\partial t}\right) \frac{\partial x_{1}}{\partial s} \\
& -\left(\frac{\partial v_{2}}{\partial x_{1}} \frac{\partial x_{1}}{\partial t}+\frac{\partial v_{2}}{\partial x_{2}} \frac{\partial x_{2}}{\partial t}+\frac{\partial v_{2}}{\partial x_{3}} \frac{\partial x_{3}}{\partial t}\right) \frac{\partial x_{2}}{\partial s} \\
& \left.-\left(\frac{\partial v_{3}}{\partial x_{1}} \frac{\partial x_{1}}{\partial t}+\frac{\partial v_{3}}{\partial x_{2}} \frac{\partial x_{2}}{\partial t}+\frac{\partial v_{3}}{\partial x_{3}} \frac{\partial x_{3}}{\partial t}\right) \frac{\partial x_{3}}{\partial s}\right\} d A_{s t} .
\end{aligned}
$$

All the terms containing $\partial^{2} x_{1} / \partial s \partial t, \partial^{2} x_{2} / \partial s \partial t, \partial^{2} x_{3} / \partial s \partial t$ in the expression on the right cancel. Collecting the terms on the right we find

$$
\begin{aligned}
\int_{\overrightarrow{\partial s}} v \cdot d \boldsymbol{r}= & \iint_{D}\left\{\left(\frac{\partial v_{3}}{\partial x_{2}}-\frac{\partial v_{2}}{\partial x_{3}}\right) J\left(\frac{x_{2}, x_{3}}{s, t}\right)+\left(\frac{\partial v_{1}}{\partial x_{3}}-\frac{\partial v_{3}}{\partial x_{1}}\right) J\left(\frac{x_{3}, x_{1}}{s, t}\right)\right. \\
& \left.+\left(\frac{\partial v_{2}}{\partial x_{1}}-\frac{\partial v_{1}}{\partial x_{2}}\right) J\left(\frac{x_{1}, x_{2}}{s, t}\right)\right\} d A_{s t} .
\end{aligned}
$$

The above expression is equivalent to (16.67).
If $x_{1}(s, t), x_{2}(s, t), x_{3}(s, t)$ are only continuously differentiable on an open set $G$ containing $D \cup \partial D$, then it can be shown that there are sequences $\left\{x_{1 n}\right\}$, $\left\{x_{2 n}\right\},\left\{x_{3 n}\right\}$ such that $x_{1 n}, x_{2 n}, x_{3 n}$ and $\partial x_{1 n} / \partial s, \partial x_{2 n} / \partial s, \ldots, \partial x_{3 n} / \partial t$ are smooth functions on an open set $G$ containing $D \cup \partial D$ and such that all these sequences converge uniformly on $D \cup \partial D$ to $x_{1}, x_{2}, \ldots, \partial x_{3} / \partial t$ as $n \rightarrow \infty$. Formula (16.67) holds for each $n$ and, because of the uniform convergence, it also holds in the limit. Finally, if $\vec{S}$ is any piecewise smooth surface, it is the union $\vec{S}_{1} \cup \vec{S}_{2} \cup \cdots \cup \vec{S}_{k}$ of smooth surface elements $\vec{S}_{i}$ oriented in such a way that any piecewise smooth arc $\gamma_{i j}$ which is the boundary of both $\vec{S}_{i}$ and $\vec{S}_{j}$ is directed oppositely on $\partial S_{j}$ from the way it is directed on $\partial S_{i}$. Therefore

$$
\iint_{\vec{S}}(\operatorname{curl} \boldsymbol{v}) \cdot \boldsymbol{n} d S=\sum_{i=1}^{k} \int_{\overrightarrow{\partial S_{i}}} \boldsymbol{v} \cdot d \boldsymbol{r}=\int_{\overrightarrow{\partial S}} \boldsymbol{v} \cdot d \boldsymbol{r}
$$

Corollary. Suppose that S is a bounded, closed, oriented piecewise smooth surface without boundary and that $\boldsymbol{v}$ is a smooth vector field defined on an open set containing S. Then

$$
\begin{equation*}
\iint_{\vec{S}}(\operatorname{curl} v) \cdot n d S=0 \tag{16.68}
\end{equation*}
$$

In the following example we show how an integral over a surface in $\mathbb{R}^{3}$ may be calculated by reducing it to an ordinary double integral in the plane.


Figure 16.34

Example 1 . Let $R$ be the region in $\mathbb{R}^{3}$ defined by $R=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2} \leqslant\right.$ $\left.1,0 \leqslant x_{3} \leqslant x_{1}+2\right\}$. Let $S$ be the boundary of $R$. Define $v\left(x_{1}, x_{2}, x_{3}\right)=$ $2 x_{1} e_{1}-3 x_{2} e_{2}+x_{3} e_{3}$. Find the value of

$$
\begin{equation*}
\iint_{S} v \cdot n d S \tag{16.69}
\end{equation*}
$$

where $\boldsymbol{n}$ is the unit normal directed outward from $S$ (see Figure 16.34).
Solution. $S$ is a piecewise smooth surface and we divide it into three smooth surface elements as shown in Figure 16.34. The normal to $S_{1}$ is $-e_{3}$ and therefore $v \cdot n=-x_{3}$ on $S_{1}$. Since $x_{3}=0$ on $S_{1}$, the value of (16.69) over $S_{1}$ is 0 . Since $x_{3}=x_{1}+2$ on $S_{3}$ it follows that

$$
n=\frac{1}{\sqrt{2}}\left(-e_{1}+e_{3}\right)
$$

on $S_{3}$. Hence on $S_{3}$ :

$$
\begin{aligned}
\boldsymbol{v} \cdot \boldsymbol{n} & =\frac{1}{\sqrt{2}}\left(-2 x_{1}+x_{3}\right)=\frac{1}{\sqrt{2}}\left(-x_{1}+2\right) \\
d S & =\sqrt{2} d A_{s t}
\end{aligned}
$$

where $d A_{s t}$ is the element of area in the disk $D=\left\{(s, t): s^{2}+t^{2}<1\right\}$. Using the parameters $x_{1}=s, x_{2}=t$, we find

$$
\iint_{S_{3}} \boldsymbol{v} \cdot \boldsymbol{n} d S=\iint_{D}(-s+2) d A_{s t}=2 \pi
$$

To evaluate (16.69) over $S_{2}$ choose cylindrical coordinates:

$$
x_{1}=\cos s, \quad x_{2}=\sin s, \quad x_{3}=t, \quad(s, t) \in D_{1},
$$

where $D_{1}=\{(s, t):-\pi \leqslant s \leqslant \pi, 0 \leqslant t \leqslant 2+\cos s\}$. The outward normal on $S_{2}$ is $\boldsymbol{n}=(\cos s) \boldsymbol{e}_{1}+(\sin s) \boldsymbol{e}_{2}$ and $\boldsymbol{v} \cdot \boldsymbol{n}=2 \cos ^{2} s-3 \sin ^{2} s$. Therefore

$$
\begin{aligned}
\iint_{S_{2}} \boldsymbol{v} \cdot \boldsymbol{n} d S & =\iint_{D_{1}}\left(2 \cos ^{2} s-3 \sin ^{2} s\right) d A_{s t} \\
& =\int_{-\pi}^{\pi} \int_{0}^{2+\cos s}\left(2-5 \sin ^{2} s\right) d t d s=-2 \pi
\end{aligned}
$$

Finally,

$$
\iint_{S} \boldsymbol{v} \cdot \boldsymbol{n} d S=\iint_{S_{1} \cup S_{2} \cup S_{3}} v \cdot n d S=0+2 \pi-2 \pi=0 .
$$

Example 2. Verify Stokes's theorem given that

$$
v=x_{2} e_{1}+x_{3} e_{2}+x_{1} e_{3}
$$

and $S_{2}$ is the lateral surface in Example 1 with $n$ pointing outward.
Solution. The boundary of $\vec{S}_{2}$ consists of the circle

$$
C_{1}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}=1, x_{3}=0\right\}
$$

and the ellipse

$$
C_{2}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}=1, x_{3}=x_{1}+2\right\}
$$

The curves $\vec{C}_{1}, \vec{C}_{2}$ are oriented as shown in Figure 16.35. We select cylindrical coordinates to describe $\vec{S}_{2}$ :

$$
\vec{S}_{2}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}=\cos s, \quad x_{2}=\sin s, \quad x_{3}=t\right\}, \quad(s, t) \in D_{1}
$$

where $D_{1}=\{(s, t):-\pi \leqslant s \leqslant \pi, 0 \leqslant t \leqslant 2+\cos s\}$. We decompose $\vec{S}_{2}$ into two smooth surface elements, one part corresponding to $x_{2} \geqslant 0$ and the other to $x_{2} \leqslant 0$. Then $D_{1}$ is divided into two parts $E_{1}$ and $E_{2}$ corresponding to $s \geqslant 0$ and $s \leqslant 0$ as shown in Figure 16.36. This subdivision is required because the representation of $\vec{S}$ by $D_{1}$ is not one-to-one ( $s=\pi$ and $s=-\pi$ correspond to the same curve on $\vec{S}_{2}$ ). A computation yields

$$
\mathrm{J}\left(\frac{x_{2}, x_{3}}{s, t}\right)=\cos s, \quad J\left(\frac{x_{3}, x_{1}}{s, t}\right)=\sin s, \quad J\left(\frac{x_{1}, x_{2}}{s, t}\right)=0
$$
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and $\quad n=(\cos s) e_{1}+(\sin s) \boldsymbol{e}_{2} . \quad$ Also, curl $v=-\boldsymbol{e}_{1}-\boldsymbol{e}_{2}-\boldsymbol{e}_{3}, \quad d S=d A_{s t}$. Therefore,

$$
\begin{equation*}
\iint_{\vec{S}}(\operatorname{curl} v) \cdot n d S=\int_{-\pi}^{\pi} \int_{0}^{2+\cos \theta}(-\cos \theta-\sin \theta) d t d s=-\pi \tag{16.70}
\end{equation*}
$$

The boundary integrals are

$$
\int_{\overrightarrow{\partial s}} v \cdot d r=\int_{\vec{c}_{1}} v \cdot d r-\int_{-\vec{c}_{2}} v \cdot d r .
$$

Using cylindrical coordinates on $C_{1}$ and $C_{2}$, we obtain

$$
v=(\sin s) e_{1}+(\cos s) e_{3}, \quad d r=\left[(-\sin s) e_{1}+(\cos s) e_{2}\right] d s \quad \text { on } \vec{C}_{1}
$$

and on $\vec{C}_{2}$

$$
\begin{gathered}
v=(\sin s) e_{1}+(2+\cos s) e_{2}+(\cos s) e_{3} \\
d \boldsymbol{r}=\left[(-\sin s) e_{1}+(\cos s) e_{2}+(-\sin s) e_{3}\right] d s
\end{gathered}
$$

Taking scalar products, we find

$$
\begin{gather*}
\int_{\overrightarrow{\boldsymbol{c}}_{1}} \boldsymbol{v} \cdot d \boldsymbol{r}=\int_{-\pi}^{\pi}\left(-\sin ^{2} s\right) d s=-\pi  \tag{16.71}\\
\int_{\overrightarrow{\boldsymbol{c}}_{2}} \boldsymbol{v} \cdot d \boldsymbol{r}=\int_{-\pi}^{\pi}\left(-\sin ^{2} \theta+2 \cos \theta+\cos ^{2} \theta-\sin \theta \cos \theta\right) d \theta=0 \tag{16.72}
\end{gather*}
$$

Stokes's theorem is verified by comparing (16.70) with (16.71) and (16.72).

## Problems

In each of Problems 1 through 6 compute

$$
\iint_{\vec{s}} v \cdot n d S
$$

1. $v=\left(x_{1}+1\right) e_{1}-\left(2 x_{2}+1\right) e_{2}+x_{3} e_{3} ; \vec{S}$ is the triangular region with vertices at $(1,0,0),(0,1,0),(0,0,1)$ and $\boldsymbol{n}$ is pointing away from the origin.
2. $v=x_{1} e_{1}+x_{2} e_{2}+x_{3} e_{3} ; \vec{S}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}=2 x_{3},\left(x_{1}-1\right)^{2}+x_{2}^{2} \leqslant 1\right\}$, oriented so that $\boldsymbol{n} \cdot \boldsymbol{e}_{3}>0$.
3. $v=x_{1}^{2} e_{1}+x_{2}^{2} e_{2}+x_{3}^{2} e_{3} ; \vec{S}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}=x_{3}^{2} ; 1 \leqslant x_{3} \leqslant 2\right\}, n \cdot e_{3}>0$.
4. $v=x_{1} x_{2} e_{1}+x_{1} x_{3} e_{2}+x_{2} x_{3} e_{3} ; \vec{S}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{2}^{2}=2-x_{1} ; x_{3}^{3} \leqslant x_{2} \leqslant x_{3}^{1 / 2}\right\}$.
5. $v=x_{2}^{2} e_{1}+x_{3} e_{2}-x_{1} e_{3} ; \vec{S}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{2}^{2}=1-x_{1}, 0 \leqslant x_{3} \leqslant x_{1} ; x_{1} \geqslant 0\right\}$, $n \cdot \boldsymbol{e}_{1}>0$.
6. $v=2 x_{1} e_{1}-x_{2} e_{2}+3 x_{3} e_{3} ; \quad \vec{S}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{3}^{2}=x_{1} ; \quad x_{2}^{2} \leqslant 1-x_{1} ; \quad x_{2} \geqslant 0\right\}$, $n \cdot e_{1}>0$.

In each of Problems 7 through 12, verify the Stokes theorem.
7. $v=x_{3} e_{1}+x_{1} e_{2}+x_{2} e_{3} ; \vec{S}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{3}=1-x_{1}^{2}-x_{2}^{2}, x_{3} \geqslant 0\right\}, n \cdot e_{3}>0$.
8. $v=x_{2}^{2} e_{1}+x_{1} x_{2} e_{2}-2 x_{1} x_{3} e_{3} ; \quad \vec{S}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1, \quad x_{3} \geqslant 0\right\}$, $n \cdot e_{3}>0$.
9. $v=-x_{2} x_{3} e_{3} ; \vec{S}=\left\{\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=4, x_{1}^{2}+x_{2}^{2} \geqslant 1\right\}\right.$, $n$ pointing outward from the sphere.
10. $v=-x_{3} e_{2}+x_{2} e_{3} ; \vec{S}$ is the surface of the cylinder given in cylindrical coordinates by $r=\theta, 0 \leqslant \theta \leqslant \pi / 2$, which is bounded below by the plane $x_{3}=0$ and above by the surface of the cone $x_{1}^{2}+x_{2}^{2}=x_{3}^{2} ; n \cdot e_{1}>0$ for $\theta>0$.
11. $v=x_{2} e_{1}+x_{3} e_{2}+x_{1} e_{3} ; \vec{S}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{3}^{2}=4-x_{1}, x_{1} \geqslant x_{2}^{2}\right\}, n \cdot e_{1}>0$.
12. $v=x_{3} e_{1}-x_{1} e_{3} ; \vec{S}$ is the surface of the cylinder given in cylindrical coordinates by $r=2+\cos \theta$ above the plane $x_{3}=0$ and exterior to the cone $x_{3}^{2}=x_{1}^{2}+x_{2}^{2} ; n$ is pointing outward from the cylindrical surface.
In each of Problems 13 and through 15 use the Stokes theorem to compute $\int \overrightarrow{\partial s} \boldsymbol{v} \cdot d r$.
13. $v=r^{-3} r$ where $r=x_{1} e_{1}+x_{2} e_{2}+x_{3} e_{3}$ and $r=|r| ; \vec{S}$ is the surface $\vec{S}_{2}$ of Example 2.
14. $\boldsymbol{v}=\left(e^{x_{1}} \sin x_{2}\right) e_{1}+\left(e^{x_{1}} \cos x_{2}-x_{3}\right) e_{2}+x_{2} e_{3} ; \vec{S}$ is the surface in Problem 3.
15. $v=\left(x_{1}^{2}+x_{3}\right) e_{1}+\left(x_{1}+x_{2}^{2}\right) e_{2}+\left(x_{2}+x_{3}^{2}\right) e_{3} ; \vec{S}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=\right.$ $\left.1, x_{3} \geqslant\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}\right\} ; n$ points outward from the spherical surface.
16. Show that if $\vec{S}$ is given by $x_{3}=f\left(x_{1}, x_{2}\right)$ for $\left(x_{1}, x_{2}\right) \in D=\left\{\left(x_{1}, x_{2}\right)\right.$ : $x_{1}^{2}+x_{2}^{2} \leqslant$ $1\}$, if $f$ is smooth, and if $\boldsymbol{v}=\left(1-x_{1}^{2}-x_{2}^{2}\right) \boldsymbol{w}\left(x_{1}, x_{2}, x_{3}\right)$ where $\boldsymbol{w}$ is any smooth vector field defined on an open set containing $S$, then

$$
\iint_{\vec{s}}(\operatorname{curl} v) \cdot n d S=0 .
$$

17. Suppose that $v=r^{-3}\left(x_{2} e_{1}+x_{3} e_{2}+x_{1} e_{3}\right)$ where $r=x_{1} e_{1}+x_{2} e_{2}+x_{3} e_{3}$ and $r=|\boldsymbol{r}|$, and $\vec{S}$ is the sphere $\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1\right\}$ with $\boldsymbol{n}$ pointing outward. Show that

$$
\iint_{S}(\operatorname{curl} v) \cdot n d S=0 .
$$

18. Suppose that a smooth surface $\vec{S}$ has two different smooth parametric representations, $r(s, t)$ for $(s, t) \in D$ and $r_{1}\left(s^{\prime}, t^{\prime}\right)$ for $\left(s^{\prime}, t^{\prime}\right) \in D_{1}$. Let $\boldsymbol{v}$ be a smooth vector field defined on $\overrightarrow{\boldsymbol{S}}$. Find the relationship between the formulas for (curl $\boldsymbol{v}) \cdot \boldsymbol{n}$ in the two representations.
19. In the proof of the Stokes theorem, carry out the verification that all the second derivative terms cancel in the displayed formula before (16.68).
20. Let $M$ be a Möbius strip. Where does the proof of the Stokes theorem break down for this surface?

### 16.9. The Divergence Theorem

Green's theorem establishes a relation between the line integral of a function over the boundary of a plane region and the double integral of the derivative of the same function over the region itself. Stokes's theorem extends this result to two-dimensional surfaces in three-space. In this section we establish another kind of generalization of the Fundamental theorem of calculus known as the Divergence theorem. This theorem determines the relationship between an integral of the derivative of a function over a three-dimensional region in $\mathbb{R}^{3}$ and the integral of the function itself over the boundary of that region. All three theorems (Geen, Stokes, Divergence) are special cases of a general formula which connects an integral over a set of points in $\mathbb{R}^{N}$ with another integral over the boundary of that set points. The integrand in the first integral is a certain derivative of the integrand in the boundary integral.

Let $\boldsymbol{v}=v_{1}\left(x_{1}, x_{2}, x_{3}\right) e_{1}+v_{2}\left(x_{1}, x_{2}, x_{3}\right) e_{2}+v_{3}\left(x_{1}, x_{2}, x_{3}\right) e_{3}$ be a vector field defined for $\left(x_{1}, x_{2}, x_{3}\right)$ in a region $E$ in $\mathbb{R}^{3}$. We recall that div $v$ is a scalar field given in coordinates by the formula

$$
\operatorname{div} \boldsymbol{v}=\frac{\partial v_{1}}{\partial x_{1}}+\frac{\partial v_{2}}{\partial x_{2}}+\frac{\partial v_{3}}{\partial x_{3}}
$$

The Divergence theorem consists of proving the formula

$$
\begin{equation*}
\iiint_{E} \operatorname{div} v d V=\iint_{\partial E} v \cdot n d S \tag{16.73}
\end{equation*}
$$

where $\partial E$ is oriented by choosing $\boldsymbol{n}$ as the exterior normal to $\partial E$. We first establish (16.73) in several special cases and then show that the formula holds generally, provided that the boundary of $E$ is not too irregular and that $v$ is smooth.

Lemma 16.7. Let $D$ be a domain in the $\left(x_{1}, x_{2}\right)$-plane with smooth boundary. Let $f: D \cup \partial D \rightarrow \mathbb{R}^{1}$ be a piecewise smooth function and define

$$
E=\left\{\left(x_{1}, x_{2}, x_{3}\right):\left(x_{1}, x_{2}\right) \in D, c<x_{3}<f\left(x_{1}, x_{2}\right)\right\}
$$



Figure 16.37. $\partial E=S_{1} \cup S_{2} \cup S_{3}$.
for some constant $c$. Suppose that $v=u\left(x_{1}, x_{2}, x_{3}\right) e_{3}$ is such that $u$ and $\partial u / \partial x_{3}$ are continuous on an open set in $\mathbb{R}^{3}$ containing $E \cup \partial E$. Then

$$
\iiint_{E} \operatorname{div} v d V=\iint_{\partial E} v \cdot n d S
$$

where $\boldsymbol{n}$ is the outward unit normal of $\partial E$.
Proof. Since div $v=\partial u / \partial x_{3}$, it follows that

$$
\iiint_{E} \operatorname{div} v d V=\iiint_{E} \frac{\partial u}{\partial x_{3}} d V=\iint_{D} \int_{c}^{f\left(x_{1}, x_{2}\right)} \frac{\partial u}{\partial x_{3}} d x_{3} d A_{x_{1} x_{2}}
$$

Performing the integration with respect to $x_{3}$, we find

$$
\begin{equation*}
\iiint_{E} \operatorname{div} v d V=\iint_{D}\left\{u\left[x_{1}, x_{2}, f\left(x_{1}, x_{2}\right)\right]-u\left(x_{1}, x_{2}, c\right)\right\} d A_{x_{1} x_{2}} \tag{16.74}
\end{equation*}
$$

Let $\partial E=S_{1} \cup S_{2} \cup S_{3}$ where $S_{1}$ is the domain in the plane $x_{3}=c$ which is congruent to $D ; S_{2}$ is the lateral cylindrical surface of $\partial E$; and $S_{3}$ is the part of $\partial E$ corresponding to $x_{3}=f\left(x_{1}, x_{2}\right)$ (see Figure 16.37). We wish to show that (16.74) is equal to

$$
\iint_{S_{1} \cup S_{2} \cup S_{3}} v \cdot n d S
$$

Along $S_{2}$, the unit normal $n$ is parallel to the ( $x_{1}, x_{2}$ )-plane, and so $n \cdot e_{3}=0$. Therefore $v \cdot n=0$ on $S_{2}$ and

$$
\begin{equation*}
\iint_{S_{2}} v \cdot n d S=0 \tag{16.75}
\end{equation*}
$$

The outer normal along $S_{1}$ is clearly $-e_{3}$ and therefore

$$
\begin{equation*}
\iint_{S_{1}} v \cdot n d S=-\iint_{D} u\left(x_{1}, x_{2}, c\right) d A_{x_{1} x_{2}} \tag{16.76}
\end{equation*}
$$

As for $S_{3}$, the unit normal function is given by

$$
n=\frac{-\frac{\partial f}{\partial x_{1}} \boldsymbol{e}_{1}-\frac{\partial f}{\partial x_{2}} \boldsymbol{e}_{2}+\boldsymbol{e}_{3}}{\left[1+\left(\frac{\partial f}{\partial x_{1}}\right)^{2}+\left(\frac{\partial f}{\partial x_{2}}\right)^{2}\right]^{1 / 2}}
$$

Also, for $\left(x_{1}, x_{2}, x_{3}\right) \in S_{3}$,

$$
d S=\left[1+\left(\frac{\partial f}{\partial x_{1}}\right)^{2}+\left(\frac{\partial f}{\partial x_{2}}\right)^{2}\right]^{1 / 2} d A_{x_{1} x_{2}}
$$

Therefore, since $v=u e_{3}$, we find

$$
\begin{equation*}
\iint_{S_{3}} v \cdot n d S=\iint_{D} u\left[x_{1}, x_{2}, f\left(x_{1}, x_{2}\right)\right] d A_{x_{1} x_{2}} \tag{16.77}
\end{equation*}
$$

The result follows when (16.74) is compared with (16.75), (16.76), and (16.77).

Lemma 16.8. Suppose that the hypotheses of Lemma 16.7 hold, except that $v$ has the form

$$
v=v_{1}\left(x_{1}, x_{2}, x_{3}\right) e_{1}+u_{2}\left(x_{1}, x_{2}, x_{3}\right) e_{2}
$$

with $u_{1}, u_{2}$ smooth function on an open set containing $E \cup \partial E$. Then

$$
\iiint_{E} \operatorname{div} v d V=\iint_{\partial E} v \cdot n d S
$$

where $\boldsymbol{n}$ is the outward unit normal of $\partial E$.
Proof. Let $U_{1}\left(x_{1}, x_{2}, x_{3}\right), U_{2}\left(x_{1}, x_{2}, x_{3}\right)$ be defined by
$U_{1}\left(x_{1}, x_{2}, x_{3}\right)=-\int_{c}^{x_{3}} u_{1}\left(x_{1}, x_{2}, t\right) d t, \quad U_{2}\left(x_{1}, x_{2}, x_{3}\right)=\int_{c}^{x_{3}} u_{2}\left(x_{1}, x_{2}, t\right) d t$.
In addition, we define

$$
w=U_{2} e_{1}+U_{1} e_{2}, \quad U_{3}=-\frac{\partial U_{1}}{\partial x_{1}}+\frac{\partial U_{2}}{\partial x_{2}}, \quad u=-U_{3} e_{3}
$$

Then $\boldsymbol{w}$ is a smooth vector field and $U_{3}, \partial U_{3} / \partial x_{3}$ are continuous, and hence

$$
\begin{align*}
\operatorname{curl} \boldsymbol{v} & =-\frac{\partial U_{1}}{\partial x_{3}} \boldsymbol{e}_{1}+\frac{\partial U_{2}}{\partial x_{3}} \boldsymbol{e}_{2}+\left(\frac{\partial U_{1}}{\partial x_{1}}-\frac{\partial U_{2}}{\partial x_{2}}\right) \boldsymbol{e}_{3}=\boldsymbol{v}+\boldsymbol{u} \\
\operatorname{div} \boldsymbol{v} & =\frac{\partial u_{1}}{\partial x_{1}}+\frac{\partial u_{2}}{\partial x_{2}}=\frac{\partial U_{3}}{\partial x_{3}}=-\operatorname{div} \boldsymbol{u} . \tag{16.78}
\end{align*}
$$

Since $\partial E$ is a piecewise smooth surface without boundary, the Corollary to

Stokes's theorem is applicable. Hence

$$
\iint_{\partial E}(\operatorname{curl} w) \cdot n d S=0=\iint_{\partial E}(v+u) \cdot n d S
$$

Therefore using Lemma 16.7 for the function $u=-U_{3} e_{3}$, we find

$$
\begin{equation*}
\iint_{\partial E} v \cdot n d S=-\iint_{\partial E} u \cdot n d S=-\iiint_{E} \operatorname{div} u d V \tag{16.79}
\end{equation*}
$$

The result of the lemma follows by inserting (16.78) into (16.79).
The Divergence theorem will now be established for a wide class of regions which are called "regular". Intuitively, a region in $\mathbb{R}^{3}$ is regular if its boundary can be subdivided into small pieces in such a way that each piece has a piecewise smooth representation of the form $x_{3}=f\left(x_{1}, x_{2}\right)$ if a suitable Cartesian coordinate system is introduced.

Definition. A region $E$ in $\mathbb{R}^{3}$ is regular if and only if: (i) $\partial E$ consists of a finite number of piecewise smooth surfaces, each without boundary; (ii) at each point $P$ of $\partial E$ a Cartesian coordinate system is introduced with $P$ as origin. There is a cylindrical domain $\Gamma=\left\{\left(x_{1}, x_{2}, x_{3}\right):\left(x_{1}, x_{2}\right) \in D,-\infty<x_{3}<\infty\right\}$, with $D$ a region in the plane $x_{3}=0$ containing the origin, which has the property that $\Gamma \cap \partial E$ is a surface which can be represented in the form $x_{3}=f\left(x_{1}, x_{2}\right)$ for $\left(x_{1}, x_{2}\right) \in D \cup \partial D$. Furthermore, $f$ is piecewise smooth (see Figure 16.38); (iii) the set

$$
\Gamma_{1}=\left\{\left(x_{1}, x_{2}, x_{3}\right):\left(x_{1}, x_{2}\right) \in D,-c<x_{3}<f\left(x_{1}, x_{2}\right)\right\}
$$

for some positive constant $c$ (depending on $P$ ) is contained entirely in $E$.

Remarks. If $E$ is a regular region, then each point $P$ of $\partial E$ is interior to a smooth surface element except for those points on a finite number of arcs on $\partial E$ which have zero surface area. If a line in the direction of the unit normal


Figure 16.38. A regular region.
to $\partial E$ is drawn through a point $P$ interior to a smooth surface element on $\partial E$, then a segment of the line on one side of $P$ will be in $E$, while a segment on the other side will be exterior to $E$. Finally, we observe that $\boldsymbol{n}$ varies continuously when $P$ is in a smooth surface element of $\partial E$.

Theorem 16.23 (The Divergence theorem). Suppose that $E$ is a closed, bounded, regular region in $\mathbb{R}^{3}$ and that $\boldsymbol{v}$ is a continuously differentiable vector field on an open set $G$ containing $E \cup \partial E$. Then

$$
\iiint_{E} \operatorname{div} v d V=\iint_{\partial E} v \cdot n d S
$$

where $\boldsymbol{n}$ is the unit normal function pointing outward from $E$.
Proof. With each point $P \in \partial E$ associate a coordinate system and a cylindrical domain $\Gamma$ as in the definition of a regular region. Let $\Gamma_{P}$ be the bounded portion of $\Gamma$ such that $-c<x_{3}<c$ (where $c$ is the constant in the definition of regular region; $c$ depends on $P$ ). With each interior point $P$ of $E$, introduce a Cartesian coordinate system and a cube $\Gamma_{P}$ with $P$ as origin, with the sides of $\Gamma_{P}$ parallel to the axes, and with $\bar{\Gamma}_{P}$ entirely in $E$ (see Figure 16.39). Since $E \cup \partial E$ is compact, a finite number $\Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{n}$ cover $E \cup \partial E$. As described in the proof of Green's theorem, there is a partition of unity $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}$ of class $C^{\infty}$ on an open set $G$ containing $E \cup \partial E$ such that each $\varphi_{i}$ vanishes on $G-F_{i}$ where $F_{i}$ is a compact subset of $\Gamma_{i}$. We define

$$
\boldsymbol{v}_{i}=\varphi_{i} \boldsymbol{v}, \quad i=1,2, \ldots, n .
$$



Figure 16.39

Then each $\boldsymbol{v}_{i}$ is continuously differentiable on $G$ and vanishes on $G-F_{i}$. Also, $\boldsymbol{v}=\sum_{i=1}^{n} \boldsymbol{v}_{i}$. Therefore it is sufficient to establish the result for each $\boldsymbol{v}_{i}$. Suppose first that $P_{i}$ is an interior point of $E$. Then $\bar{\Gamma}_{i} \subset E$ and $v_{i}$ vanishes on $\partial \Gamma_{i}$. Hence

$$
\iiint_{E} \operatorname{div} v_{i} d V=\iiint_{\Gamma_{i}} \operatorname{div} v_{i} d V=0
$$

because of Lemma 16.8. Also, because $\boldsymbol{v}_{i}=0$ on $\partial E$, we have

$$
\iint_{\partial E} \boldsymbol{v}_{i} \cdot \boldsymbol{n} d S=0
$$

Thus the result is established for all such $\Gamma_{i}$. Suppose now that $P_{i} \in \partial E$. Define $E_{i}=\Gamma_{i} \cap E$. Then $v_{i}=0$ on the three sets: (i) $E-E_{i}$; (ii) $\partial E-\gamma_{i}$ where $\gamma_{i}=$ $\partial E \cap \Gamma_{i}$; (iii) $\partial E_{i}-\gamma_{i}$. Now, since $E_{i}$ is a region of the type described in Lemmas 16.7 and 16.8 , we find

$$
\begin{aligned}
\iiint_{E} \operatorname{div} \boldsymbol{v}_{i} d V & =\iiint_{E_{i}} \operatorname{div} \boldsymbol{v}_{i} d V=\iint_{\partial E_{i}} v_{i} \cdot \boldsymbol{n} d S \\
& =\iint_{\gamma_{i}} \boldsymbol{v}_{i} \cdot \boldsymbol{n} d S=\iint_{\partial E} \boldsymbol{v}_{i} \cdot \boldsymbol{n} d S
\end{aligned}
$$

The result is established for all $\boldsymbol{v}_{\boldsymbol{i}}$ and hence for $\boldsymbol{v}$.
Example 1. Let $E$ be the region given by

$$
E=\left\{\left(x_{1}, x_{2}, x_{3}\right): 1 \leqslant x_{1}^{2}+x_{2}^{2}+x_{3}^{2} \leqslant 9\right\} .
$$

Let $r=x_{1} e_{1}+x_{2} e_{2}+x_{3} e_{3}$ and $v=r^{-3} r$ where $r=|r|$. Verify the Divergence theorem.
Solution. Let $\vec{S}_{1}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1\right\}$ and $\vec{S}_{2}=\left\{\left(x_{1}, x_{2}, x_{3}\right)\right.$ : $\left.x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=9\right\}$ be the boundary spheres of $E$ with $n$ pointing outward from the origin 0 . Then

$$
\iint_{\overrightarrow{\partial E}} v \cdot n d S=\iint_{\vec{S}_{2}} v \cdot n d S-\iint_{\vec{S}_{1}} v \cdot n d S
$$

A computation shows that $\operatorname{div} v=0$ and so $\iiint_{E} \operatorname{div} v d V=0$. On both $\vec{S}_{1}$ and $\vec{S}_{2}$ the normal $\boldsymbol{n}$ is in the radial direction and hence $\boldsymbol{n}=r^{-1} r$. Therefore

$$
\iint_{\vec{S}_{2}} v \cdot n d S-\iint_{\vec{S}_{1}} v \cdot n d S=\frac{1}{9} A\left(S_{2}\right)-A\left(S_{1}\right)=0
$$

Example 2. Let $E=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}<1,0<x_{3}<x_{1}+2\right\}$ and define $v=\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right) e_{1}+\frac{1}{2}\left(x_{2}^{2}+x_{3} x_{1}^{2}\right) e_{2}+\frac{1}{2}\left(x_{3}^{2}+x_{1}^{2} x_{2}\right) e_{3}$. Use the Divergence theorem to evaluate

$$
\iint_{\partial \boldsymbol{E}} \boldsymbol{v} \cdot \boldsymbol{n} d S
$$

Solution. A computation shows that $\operatorname{div} v=x_{1}+x_{2}+x_{3}$. We denote the unit disk by $F$ and obtain

$$
\begin{aligned}
\iint_{\partial E} \boldsymbol{v} \cdot \boldsymbol{n} d S & =\iiint_{E}\left(x_{1}+x_{2}+x_{3}\right) d V \\
& =\iint_{F}\left[\left(x_{1}+x_{2}\right) x_{3}+\frac{1}{2} x_{3}^{2}\right]_{0}^{x_{1}+2} d A_{x_{1} x_{2}} \\
& =\frac{1}{2} \iint_{F}\left[2 x_{2}\left(x_{1}+2\right)+2 x_{1}^{2}+4 x_{1}+\left(x_{1}^{2}+4 x_{1}+4\right)\right] d A_{x_{1} x_{2}} \\
& =\frac{1}{2} \iint_{F}\left(3 x_{1}^{2}+4\right) d A_{x_{1} x_{2}} \\
& \left.=\frac{1}{2} \int_{0}^{1} \int_{0}^{2 \pi}\left(3 r^{2} \cos ^{2} \theta+4\right]\right) r d r d \theta=\frac{19}{8} \pi
\end{aligned}
$$

## Problems

In each of Problems 1 through 10 verify the Divergence theorem by computing $\iiint_{E} \operatorname{div} \boldsymbol{v} d V$ and $\iint_{\partial E} \boldsymbol{v} \cdot \boldsymbol{n} d S$ separately.

1. $v=x_{1} x_{2} e_{1}+x_{2} x_{3} e_{2}+x_{3} x_{1} e_{3} ; E$ is the tetrahedron with vertices at $(0,0,0)$, $(1,0,0),(0,1,0),(0,0,1)$.
2. $v=x_{1}^{2} e_{1}-x_{2}^{2} e_{2}+x_{3}^{2} e_{3} ; E=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}<4,0<x_{3}<2\right\}$.
3. $v=2 x_{1} e_{1}+3 x_{2} e_{2}-4 x_{3} e_{3} ; E=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2}<4\right\}$.
4. $v=x_{1}^{2} e_{1}+x_{2}^{2} e_{2}+x_{3}^{2} e_{3} ; E=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{2}^{2}<2-x_{1}, 0<x_{3}<x_{1}\right\}$.
5. $v=x_{1} e_{1}+x_{2} e_{2}+x_{3} e_{3} ; E=E_{1} \cap E_{2} \quad$ where $E_{1}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}>1\right\}$, $E_{2}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2}<4\right\}$.
6. $v=x_{1} e_{1}-2 x_{2} e_{2}+3 x_{3} e_{3} ; E=E_{1} \cap E_{2} \quad$ where $\quad E_{1}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{2}^{2}<x_{1}\right\}$, $E_{2}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{3}^{2}<4-x_{1}\right\}$.
7. $v=r^{-3}\left(x_{3} e_{1}+x_{1} e_{2}+x_{2} e_{3}\right), r=\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{1 / 2} ; E=\left\{\left(x_{1}, x_{2}, x_{3}\right): 1<x_{1}^{2}+\right.$ $\left.x_{2}^{2}+x_{3}^{2}<4\right\}$.
8. $v=x_{1} e_{1}+x_{2} e_{2}+x_{3} e_{3} ; E=E_{1} \cap E_{2}$ where $E_{1}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}<4\right\} ;$ $E_{2}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}-x_{3}^{2}>1\right\}$.
9. $v=2 x_{1} e_{1}+x_{2} e_{2}+x_{3} e_{3} ; E=E_{1} \cap E_{2} \quad$ where $\quad E_{1}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{3} \leqslant x_{1}^{2}+\right.$ $\left.x_{2}^{2}\right\} ; E_{2}=\left\{\left(x_{1}, x_{2}, x_{3}\right): 2 x_{1} \leqslant x_{3}\right\}$.
10. $v=3 x_{1} e_{1}-2 x_{2} e_{2}+x_{3} e_{3} ; E=E_{1} \cap E_{2} \cap E_{3}$ where $E_{1}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{2} \geqslant\right.$ $0\} ; E_{2}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{3}^{2} \leqslant 4\right\} ; E_{3}=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}+x_{2}+x_{3} \leqslant 3\right\}$.
In each of Problems 11 through 13, use the Divergence theorem to evaluate $\iint_{\partial E} \boldsymbol{v} \cdot \boldsymbol{n} d S$.
11. $v=x_{2} e^{x_{3}} e_{1}+\left(x_{2}-2 x_{3} e^{x_{1}}\right) e_{2}+\left(x_{1} e^{x_{2}}-x_{3}\right) e_{3} ; E=\left\{\left(x_{1}, x_{2}, x_{3}\right):\left[\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}\right.\right.$ $\left.-2]^{2}+x_{3}^{2}<1\right\}$.
12. $v=x_{1}^{3} e_{1}+x_{2}^{3} e_{2}+x_{3}^{3} e_{3} ; E=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}+x_{3}^{2}<1\right\}$.
13. $v=x_{1}^{3} e_{1}+x_{2}^{3} e_{2}+x_{3} e_{3} ; E=\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{1}^{2}+x_{2}^{2}<1,0<x_{3}<x_{1}+2\right\}$.
14. Let $E$ be a regular region in $\mathbb{R}^{3}$. Suppose that $u$ is a scalar field and $v$ is a vector field, both smooth in an open region $G$ containing $E \cup \partial E$. Show that

$$
\iiint_{E} u \operatorname{div} v d V=\iint_{\partial E} u v \cdot n d S-\iiint_{E}(\operatorname{grad} u) \cdot v d V
$$

15. Let $E$ and $G$ be as in Problem 14 and $u, \operatorname{grad} u$ and $v$ smooth functions in $G$. Let $\partial / \partial n$ denote the normal derivative on $\partial E$ in the direction of $n$. If $\Delta$ denotes the Laplace operator: $\left(\partial^{2} / \partial x_{1}^{2}\right)+\left(\partial^{2} / \partial x_{2}^{2}\right)+\left(\partial^{2} / \partial x_{3}^{2}\right)$, show that

$$
\iiint_{E} v \Delta u d V=\iint_{\partial E} u \frac{\partial u}{\partial n} d S-\iiint_{E}(\operatorname{grad} u) \cdot(\operatorname{grad} v) d V .
$$

If $u$ is any solution of $\Delta u=0$ in $E$, prove that

$$
\iint_{\partial \mathbf{E}} \frac{\partial u}{\partial n} d S=0 .
$$

## Appendixes

## Appendix 1. Absolute Value

If $a$ is a real number, the absolute value of $a$, denoted by $|a|$, is defined by the conditions

$$
\begin{aligned}
& |a|=a \quad \text { if } a>0, \\
& |a|=-a \quad \text { if } a<0, \\
& |0|=0 .
\end{aligned}
$$

Algebraic manipulations with absolute values are described in the following theorem.

## Theorem A. 1

(i) $|a| \geqslant 0,|-a|=|a|$, and $|a|^{2}=a^{2}$.
(ii) $|a \cdot b|=|a| \cdot|b|$ and, if $b \neq 0$, then $|a / b|=|a|| | b \mid$.
(iii) $|a|=|b| \Leftrightarrow a= \pm b$.
(iv) If $b$ is a positive number, then

$$
|a|<b \Leftrightarrow-b<a<b .
$$

Proof. Parts (i) and (ii) are simple consequences of the definition of absolute value. To prove (iii) observe that if $a= \pm b$, then it follows from (i) that $|a|=|b|$. Also, if $|a|=|b|$, then $|a|^{2}=|b|^{2}$ so that from (i) again $a^{2}=b^{2}$ and $a= \pm b$. To establish (iv), note that the solution of the inequality $|x|<b$ is the union of the sets $S_{1}$ and $S_{2}$ where

$$
S_{1}=\{x:|x|<b \text { and } x \geqslant 0\}, \quad S_{2}=\{x:|x|<b \text { and } x<0\} .
$$

Then

$$
\begin{aligned}
x \in S_{1} & \Leftrightarrow|x|<b \text { and } x \geqslant 0 \\
& \Leftrightarrow x<b \text { and } x \geqslant 0 \quad(\text { since }|x|=x \text { if } x \geqslant 0) \\
& \Leftrightarrow x \in[0, b) .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
x \in S_{2} & \Leftrightarrow|x|<b \text { and } x<0 \\
& \Leftrightarrow-x<b \text { and } x<0 \quad(\text { since }|x|=-x \text { if } x<0) \\
& \Leftrightarrow x \in(-b, 0) .
\end{aligned}
$$

The result of (iv) follows since $S_{1} \cup S_{2}=(-b, b)$.
Example 1. Find the solution of the equation

$$
\left|\frac{x+2}{2 x-5}\right|=3
$$

Solution. Using the result of (ii) in Theorem A.1, we have

$$
\begin{aligned}
\left|\frac{x+2}{2 x-5}\right|=3 & \Leftrightarrow \frac{|x+2|}{|2 x-5|}=3 \quad(x \neq 5 / 2) \\
& \Leftrightarrow|x+2|=3|2 x-5|
\end{aligned}
$$

Now Part (iii) of Theorem A. 1 may be used to yield

$$
\begin{aligned}
\left|\frac{x+2}{2 x-5}\right|=3 & \Leftrightarrow x+2= \pm 3(2 x-5) \\
& \Leftrightarrow x+2=3(2 x-5) \text { or } x+2=-3(2 x-5) \\
& \Leftrightarrow-5 x=-17 \text { or } 7 x=13 \\
& \Leftrightarrow x=\frac{17}{5} \text { or } \frac{13}{7}
\end{aligned}
$$

The solution consists of the two numbers $\frac{17}{5}, \frac{13}{7}$ which, written in set notation, is $\left\{\frac{17}{5}, \frac{13}{7}\right\}$.

Example 2. Find the solution of the inequality $|3 x-4| \leqslant 7$.
Solution. Using Parts (iii) and (iv) of Theorem A.1, we have

$$
|3 x-4| \leqslant 7 \Leftrightarrow-7 \leqslant 3 x-4 \leqslant 7
$$

Adding 4 to each portion of this double inequality, we find

$$
|3 x-4| \leqslant 7 \Leftrightarrow-3 \leqslant 3 x \leqslant 11 .
$$

Dividing by 3, we obtain

$$
|3 x-4| \leqslant 7 \Leftrightarrow-1 \leqslant x \leqslant 11 / 3
$$

The solution is the interval $[-1,11 / 3]$.
Example 3. Solve for $x$ :

$$
\left|\frac{2 x-5}{x-6}\right|<3
$$

Solution. Proceeding as in Example 2, we see that

$$
\left|\frac{2 x-5}{x-6}\right|<3 \Leftrightarrow-3<\frac{2 x-5}{x-6}<3 \quad(x \neq 6)
$$

The solution consists of the union of $S_{1}$ and $S_{2}$ where

$$
\begin{aligned}
& S_{1}=\left\{x:-3<\frac{2 x-5}{x-6}<3 \text { and } x-6>0\right\} \\
& S_{2}=\left\{x:-3<\frac{2 x-5}{x-6}<3 \text { and } x-6<0\right\}
\end{aligned}
$$

For numbers in $S_{1}$, we find

$$
x \in S_{1} \Leftrightarrow-3(x-6)<2 x-5<3(x-6) \text { and } x-6>0 .
$$

Considering the three inequalities separately, we may write,

$$
\begin{aligned}
x \in S_{1} & \Leftrightarrow-3 x+18<2 x-5 \text { and } 2 x-5<3 x-18 \text { and } x-6>0 . \\
& \Leftrightarrow 23<5 x \text { and } 13<x \text { and } x>6 \\
& \Leftrightarrow 13<x .
\end{aligned}
$$

Thus $x \in S_{1} \Leftrightarrow x \in(13, \infty)$.
Similarly, for $x \in S_{2}$ multiplication of an inequality by the negative quantity $x-6$ reverses the direction. Therefore,

$$
\begin{aligned}
x \in S_{2} & \Leftrightarrow-3(x-6)>2 x-5>3(x-6) \text { and } x-6<0 \\
& \Leftrightarrow 23>5 x \text { and } 13>x \text { and } x-6<0 \\
& \Leftrightarrow x<23 / 5 .
\end{aligned}
$$

Hence $x \in S_{2} \Leftrightarrow x \in(-\infty, 23 / 5)$. The solution consists of $S_{1} \cup S_{2}$ (see Figure A.1).
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We now prove an important theorem and corollary.
Theorem A.2. If $a$ and $b$ are any numbers, then

$$
|a+b| \leqslant|a|+|b| .
$$

Proof. Since $|a|=a$ or $-a$, we may write $-|a| \leqslant a \leqslant|a|$. Similarly, we have $-|b| \leqslant b \leqslant|b|$. Adding these inequalities (see Problem 27 at the end of Section 1.3), we get

$$
-(|a|+|b|) \leqslant a+b \leqslant|a|+|b| .
$$

The conclusion of the theorem is equivalent to this double inequality.
Corollary. If $a$ and $b$ are any numbers, then

$$
|a-b| \leqslant|a|+|b| .
$$

Proof. We write $a-b$ as $a+(-b)$ and apply Theorem A. 2 to obtain

$$
|a-b|=|a+(-b)| \leqslant|a|+|-b|=|a|+|b| .
$$

The final inequality holds since, from (i) of Theorem A.1, it is always true that $|-b|=|b|$.

## Problems

In each of Problems 1 through 10, find the solution.

1. $|2 x+1|=3$
2. $|4 x-5|=3$
3. $|7-5 x|=4$
4. $|5+3 x|=2$
5. $|x-2|=|2 x+4|$
6. $|2 x-1|=|3 x+5|$
7. $|3 x-2|=|2 x+1|$
8. $|x-2|=|x+4|$
9. $\left|\frac{2 x-3}{3 x-2}\right|=2$
10. $\left|\frac{x+2}{3 x-1}\right|=3$

In each of Problems 11 through 22, find the solution.
11. $|x-2|<1$
12. $|x+2|<1 / 2$
13. $|x+1|<1 / 3$
14. $|2 x+3|<4$
15. $|4-3 x|<6$
16. $|11+5 x| \leqslant 3$
17. $\left|\frac{3-2 x}{2+x}\right|<2$
18. $\left|\frac{2 x-5}{x-6}\right|<3$
19. $\left|\frac{x+3}{6-5 x}\right| \leqslant 2$
20. $|x-1| \leqslant|3+x|$
21. $|x+3| \leqslant|2 x-6|$
22. $|3-2 x|<|x+4|$
23. Prove for any numbers $a$ and $b$ that $|a|-|b| \leqslant|a-b|$.
24. Given that $a$ and $b$ are positive, $c$ and $d$ are negative, and $a>b, c>d$. Show that

$$
\frac{a}{c}<\frac{b}{d} .
$$

## Appendix 2. Solution of Algebraic Inequalities

In this appendix we give a method for determining the solution of inequalities which involve polynomial expressions. For example, consider the inequality

$$
(x-2)(x-1)\left(x+\frac{1}{2}\right)>0
$$

we want to find those values of $x$ for which the inequality is valid. First, observe that the values $x=2,1,-\frac{1}{2}$ are not in the solution set since they make the left side of the inequality zero. For all other values of $x$ the left side of the above inequality is either positive or negative. It is convenient to proceed geometrically (see Figure A.2) and examine the behavior of $(x-2)(x-1)\left(x+\frac{1}{2}\right)$ in each of the intervals that separate the zeros of this expression. If $x>2$, then $x-2$ is positive, as are $x-1$ and $x+\frac{1}{2}$. Therefore the polynomial expression is the product of three positive quantities, which is positive. This fact is shown in Figure A. 2 by the three plus signs above the interval $(2, \infty)$. We conclude that the inequality $(x-2)(x-1)\left(x+\frac{1}{2}\right)>0$ holds for $(2, \infty)$. In the interval $1<x<2$, we note that $(x-2)$ is negative, $(x-1)$ is positive, and $\left(x+\frac{1}{2}\right)$ is positive. We indicate this fact by placing two plus signs and one minus sign above the interval (1, 2), as shown in Figure A.2. The law of signs states that $(x-2)(x-1)\left(x+\frac{1}{2}\right)$ is negative in this interval. Proceeding to the intervals $\left(-\frac{1}{2}, 1\right)$ and $\left(-\infty,-\frac{1}{2}\right)$, we get the signs --+ and $-\cdots$, respectively. The solution of the inequality

$$
(x-2)(x-1)\left(x+\frac{1}{2}\right)>0
$$

is the set $S=\left(-\frac{1}{2}, 1\right) \cup(2, \infty)$.
More generally, suppose we have an inequality of the form

$$
A\left(x-a_{1}\right)\left(x-a_{2}\right)\left(x-a_{3}\right) \ldots\left(x-a_{n}\right)>0,
$$

where $A$ and $a_{1}, a_{2}, \ldots, a_{n}$ are numbers. For convenience we place the $a_{i}$, $i=1,2, \ldots, n$, in decreasing order (see Figure A.3), and we allow two or more of the $a_{i}$ to coincide. The number $A$ may be positive or negative. It
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is clear that $x=a_{1}, x=a_{2}, \ldots, x=a_{n}$ are values for which the inequality does not hold since each of these numbers makes the polynomial expression zero. For each of the intervals in between the numbers $a_{1}, a_{2}, \ldots, a_{n}$, examine the sign of each factor ( $x-a_{i}$ ), use the law of signs, and determine whether or not the inequality is valid. The solution is the union of the intervals in which the inequality holds. We illustrate with another example.

Example 1. Solve the inequality

$$
2 x^{2}-x>6
$$

Solution. We rearrange the inequality so that a polynomial is on the left and zero is on the right. That is,

$$
2 x^{2}-x>6 \Leftrightarrow 2 x^{2}-x-6>0 .
$$

We factor the polynomial, obtaining

$$
2 x^{2}-x>6 \Leftrightarrow(2 x+3)(x-2)>0 .
$$

Next we write the factor $2 x+3$ in the form $2\left(x+\frac{3}{2}\right)$ and rearrange the terms so that the $a_{i}$ are in decreasing order. Therefore

$$
2 x^{2}-x>6 \Leftrightarrow 2(x-2)\left(x-\left(-\frac{3}{2}\right)\right)>0
$$

A line with the values $2,-\frac{3}{2}$ indicated is shown in Figure A. 4 and the law of signs is used to determine the validity of the inequality in each interval. We conclude that the solution is the set

$$
\left(-\infty, \frac{-3}{2}\right) \cup(2, \infty)
$$

It is a fact, although we have not proved it, that in each of the intervals separating the zeros of a polynomial the polynomial maintains one sign. Also, for values of $x$ above $a_{1}$, the polynomial cannot change sign. The same is true for values of $x$ below $a_{n}$. We now work another example.

Example 2. Determine the solution of the inequality

$$
2 x^{5}-3 x^{4}>-x^{3}
$$
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Solution. We have

$$
\begin{aligned}
2 x^{5}-3 x^{4}>-x^{3} & \Leftrightarrow 2 x^{5}-3 x^{4}+x^{3}>0 \\
& \Leftrightarrow x^{3}(2 x-1)(x-1)>0 \\
& \Leftrightarrow 2(x-1)\left(x-\frac{1}{2}\right) x^{3}>0
\end{aligned}
$$

Here $a_{1}=1, a_{2}=\frac{1}{2}, a_{3}=a_{4}=a_{5}=0$. The numbers $1, \frac{1}{2}, 0$ are marked off as shown in Figure A.5, and the signs of the factors in each of the intervals are shown. The solution set is $\left(0, \frac{1}{2}\right) \cup(1, \infty)$.

If $P(x)$ and $Q(x)$ are polynomials, then the quotient $P(x) / Q(x)$ and the product $P(x) Q(x)$ are always both positive or both negative. This fact is a restatement of Theorem 1.18, Part (ii), which asserts that if $a \neq 0, b \neq 0$ then $a b$ and $a / b$ always have the same sign. We conclude that

$$
\left\{\text { The solution set of } \frac{P(x)}{Q(x)}>0\right\}=\{\text { The solution set of } P(x) Q(x)>0\} \text {. }
$$

In this way the solution of inequalities involving the division of polynomials can always be reduced to a problem in polynomial inequalities.

Example 3. Solve for $\boldsymbol{x}$ :

$$
\frac{210}{3 x-2}<\frac{50}{x}
$$

Solution. We have

$$
\begin{aligned}
\frac{210}{3 x-2}<\frac{50}{x} & \Leftrightarrow \frac{210}{3 x-2}-\frac{50}{x}<0 \\
& \Leftrightarrow \frac{60 x+100}{x(3 x-2)}<0 \\
& \Leftrightarrow \frac{20(3 x+5)}{x(3 x-2)}<0 \\
& \Leftrightarrow 20(3 x+5) x(3 x-2)<0 \\
& \quad(\text { changing the quotient of polynomials to a product }) \\
& \Leftrightarrow 180\left(x-\frac{2}{3}\right) x\left(x-\left(-\frac{5}{3}\right)\right)<0 .
\end{aligned}
$$

The zeros are $a_{1}=2 / 3, a_{2}=0, a_{3}=-5 / 3$. The signs of the factors are indicated in Figure A.6. The solution set is $(-\infty,-5 / 3) \cup(0,2 / 3)$.

$+\infty$

Figure A. 6

## Problems

In Problems 1 through 10 determine the solution set in each case.

1. $x^{2}-x-12<0$
2. $x^{2}+2 x-15>0$
3. $2 x^{2}+5 x+2>0$
4. $60 x^{2}-42 x-36>0$
5. $6 x^{5}-x^{4}<x^{3}$
6. $x^{2}>4$
7. $x^{2}<4$
8. $x^{2}+2 x-4<0$ (complete the square)
9. $x^{2}+2 x+2>0$
10. $4 x^{4}<x^{2}$
11. Find a polynomial inequality which has the interval $(1,2)$ as its solution set.
12. Find a polynomail inequality which has the set $S=(1,3) \cup(4,7)$ as its solution.
13. Find a polynomial inequality which has the set $S=(-\infty, 2) \cup(2,3) \cup(3, \infty)$ as its solution.
14. Find a polynomial $P(x)$ of the second degree such that $(-\infty, \infty)$ is the solution of the inequality $P(x)>0$. Is it possible to find a polynomial inequality of the third degree with the same solution set? Justify your answer.

In Problems 15 through 25 determine the solution set in each case.
15. $x^{4}-5 x^{2}+4<0$
16. $x^{3}+x^{2}<x+1$
17. $\frac{2 x}{3}-\frac{x^{2}-3}{2 x}+\frac{1}{2}<\frac{x}{6}$
18. $\frac{4}{x}+\frac{x-1}{5}<\frac{3}{x}+1$
19. $\frac{10-7 x}{6-7 x}<\frac{5 x-4}{5 x}$
20. $\frac{x+2}{x^{2}-3 x}<0$
21. $\frac{x-1}{x^{2}+x-6}<0$
22. $\frac{22}{2 x-3}+\frac{23 x+26}{4 x^{2}-9}>\frac{51}{2 x+3}$
23. $\frac{4 x}{2 x-3}-\frac{1}{2}>\frac{3 x}{2 x+3}$
24. $1+\frac{4}{x^{2}-x-6}<0$
25. $\frac{x}{1+x^{2}}<\frac{2}{5}$

## Appendix 3. Expansions of Real Numbers in Any Base

In this appendix we develop the theory of decimal expansions of real numbers. We also describe the expansions of real numbers with an arbitrary base $b$, when $b$ is any positive integer greater than 1.

Theorem A.3. If $x$ is any real nonnegative number, then there is a unique positive integer $n$ such that $n-1 \leqslant x<n$.

Proof. From Part (a) of Theorem 2.21, there is a positive integer $k$ larger than $x$. Thus the set $S$ of all positive integers larger than $x$ is not empty. Hence $S$ contains a smallest element (Theorem 1.30); call it $n$. If $n>1$, the positive integer $n-1$ is not in $S$ and so $n-1 \leqslant x$. Then $n-1 \leqslant x<n$. If $n=1$, then $0 \leqslant x<1$.

Definition. Let $b$ be a positive integer greater than 1. A sequence of the form

$$
\frac{d_{1}}{b}, \frac{d_{2}}{b^{2}}, \ldots, \frac{d_{n}}{b^{n}}, \ldots
$$

in which each $d_{i}$ is an integer with $0 \leqslant d_{i} \leqslant b-1$ is called a development with the base $b$.

Remarks. When $b=10$ we have the familiar decimal development. In this case the $d_{i}$ are the usual digits from 0 through 9 . When $b=2$ we have the binary development. In this case the $d_{i}$ are always either 0 or 1 .

Definitions. If, in a development with the base $b$, only a finite number of the $d_{i}$ are different from zero, we say the development is terminating; otherwise, it is nonterminating. If all the $d_{i}$ beyond some specific $d_{n}$ have the value $b-1$ we say the development is improper; otherwise it is called proper. For decimal developments, the customary notation $0 . d_{1} d_{2} d_{3} \ldots$ is used.

The decimal development $0.32799999 \ldots$ is improper, while the development $0.218218218 \ldots$ is proper. An improper binary development has $d_{i}=1$ for all $i$ beyond some given integer $n$.

Theorem A.4. Consider an arbitrary development with the base $b$ and define

$$
s_{n}=\sum_{i=1}^{n} \frac{d_{i}}{b^{i}}, \quad . \quad n=1,2, \ldots
$$

(a) Then $s_{n} \rightarrow a$ as $n \rightarrow \infty$ where $0 \leqslant a \leqslant 1$.
(b) Also, $a=1 \Leftrightarrow d_{i}=b-1$ for every positive integer $i$.
(c) If the development is improper, then there are positive integers $n$ and $p$ such
that

$$
a=\frac{p}{b^{n}}
$$

with $p \leqslant b^{n}$.

## Proof

(a) Since $d_{i} \geqslant 0$ and $b>1$, we have $s_{n+1} \geqslant s_{n}$ for every $n$. Also, since $d_{i} \leqslant b-1$ for every $i$, we see that

$$
s_{n} \leqslant \sum_{i=1}^{n} \frac{b-1}{b^{i}}=\frac{1}{b}(b-1)\left[1+\left(\frac{1}{b}\right)+\left(\frac{1}{b}\right)^{2}+\cdots+\left(\frac{1}{b}\right)^{n-1}\right]
$$

Setting $r=1 / b$, we find

$$
s_{n} \leqslant r\left(\frac{1}{r}-1\right) \frac{1-r^{n}}{1-r}=1-r^{n} \leqslant 1 \quad \text { for every } n
$$

Hence the $s_{n}$ satisfy the hypotheses of Axiom C with $M=1$, and so $s_{n} \rightarrow a$ as $n \rightarrow \infty$ with $a \leqslant 1$.
(b) Note that if all the $d_{i}=b-1$ then

$$
s_{n}=\sum_{i=1}^{n} \frac{b-1}{b^{i}}=1-r^{n} \rightarrow 1 \quad \text { as } n \rightarrow \infty
$$

(c) Suppose that $d_{i}=b-1$ for all $i \geqslant n$. Then for $k>n$,

$$
s_{k}=\sum_{i=1}^{n-1} \frac{d_{i}}{b^{i}}+\sum_{i=n}^{k} \frac{b-1}{b^{i}}
$$

where if $n=1$ the first term is omitted and $a=1$. We have

$$
\lim _{k \rightarrow \infty} s_{k}=\sum_{i=1}^{n-1} \frac{d_{i}}{b^{i}}+(b-1) \sum_{i=n}^{\infty} \frac{1}{b^{i}}=\sum_{i=1}^{n-1} \frac{d_{i}}{b^{i}}+\frac{1}{b^{n-1}} .
$$

The common denominator in the last expression on the right is $b^{n-1}$, and therefore

$$
a=\frac{p}{b^{n-1}} \quad \text { with } p=\sum_{i=1}^{n-2} d_{i} b^{n-1-i}+\left(d_{n-1}+1\right)
$$

The next theorem shows that for any base $b>1$, every real number $a$ with $0 \leqslant a<1$ has a unique proper development with that base.

Theorem A.5. Let b be a positive integer greater than 1, and let a be any real number such that $0 \leqslant a<1$. Then there is a unique proper development with base $b$ such that $s_{n} \rightarrow a$ as $n \rightarrow \infty$, where $s_{n}=\sum_{i=1}^{n} d_{i} / b^{i}$.

Proof. Since $b a$ is a real number, we may apply Theorem A. 3 to assert that there is a nonnegative integer $p_{1}$ such that $p_{1} \leqslant b a<p_{1}+1$. In fact, for each
$i$, there is a nonnegative integer $p_{i}$ such that $p_{i} \leqslant b^{i} a<p_{i}+1$. Then we define the $d_{i}$ as follows:

$$
\begin{equation*}
d_{1}=p_{1} \quad \text { and } \quad d_{i}=p_{i}-b p_{i-1} \quad \text { for } i>1 \tag{A.1}
\end{equation*}
$$

We must show that $0 \leqslant d_{i} \leqslant b-1$ for all $i$. Clearly, $d_{1}=p_{1} \leqslant b a<b$, and $d_{1} \geqslant 0$. Also, for $i>1$, it follows from the definition of $p_{i}$ that

$$
p_{i} \leqslant b^{i} a<p_{i}+1 ; \quad p_{i-1} \leqslant b^{i-1} a<p_{i-1}+1
$$

Hence $b^{i-1} a-1<p_{i-1}$ or $b^{i} a-b<b p_{i-1}$. Therefore

$$
\begin{aligned}
d_{i} & =p_{i}-b p_{i-1}<b^{i} a-\left(b^{i} a-b\right)=b \\
d_{i} & =p_{i}-b p_{i-1}>\left(b^{i} a-1\right)-b\left(b^{i-1} a\right)=-1 .
\end{aligned}
$$

Since $d_{i}$ is an integer and $-1<d_{i}<b$, we conclude that $0 \leqslant d_{i} \leqslant b-1$.
Using the relation $p_{i}=d_{i}+b p_{i-1}$ and proceeding by induction, we find that

$$
p_{i}=d_{i}+b d_{i-1}+b^{2} d_{i-2}+\cdots+b^{i-1} d_{1}
$$

Hence,

$$
p_{i}=\sum_{k=1}^{i} b^{i-k} d_{k} \leqslant b^{i} a<p_{i}+1 .
$$

But $\sum_{k=1}^{i} b^{i-k} d_{k}=b^{i} \sum_{k=1}^{i} b^{-k} d_{k}$. Setting $s_{i}=\sum_{k=1}^{i} b^{-k} d_{k}$, we have $s_{i}=b^{-i} p_{i}$, and so $s_{i} \leqslant a<s_{i}+b^{-i}$. Therefore, $s_{i} \rightarrow a$ as $i \rightarrow \infty$.

Thus far we have shown that each number $a$ has a proper development with the base $b$. To show that there is a unique proper development, let

$$
\frac{d_{1}^{\prime}}{b}, \frac{d_{2}^{\prime}}{b^{2}}, \ldots, \frac{d_{n}^{\prime}}{b^{n}}, \ldots
$$

be a second proper development for the number $a$. That is,

$$
a=\sum_{i=1}^{\infty} \frac{d_{i}^{\prime}}{b^{i}} .
$$

We may write

$$
\begin{aligned}
b^{n} a & =\sum_{i=1}^{n} b^{n-1} d_{i}^{\prime}+\sum_{i=n+1}^{\infty} b^{n-i} d_{i}^{\prime} \\
& =\sum_{i=1}^{n} b^{n-i} d_{i}^{\prime}+\sum_{k=1}^{\infty} b^{-k} d_{n+k}^{\prime} .
\end{aligned}
$$

Since the last sum on the right is a proper development of some number, it must be a number less than 1 . Hence

$$
\sum_{i=1}^{n} b^{n-i} d_{i}^{\prime} \leqslant b^{n} a<\sum_{i=1}^{n} b^{n-i} d_{i}^{\prime}+1
$$

We define $p_{n}=\sum_{k=1}^{n} b^{n-i} d_{i}^{\prime}$ and obtain

$$
p_{n} \leqslant b^{n} a<p_{n}+1 .
$$

Therefore these $p_{n}$ are the same as the $p_{n}$ used for the development $d_{1} / b^{1}, d_{2} / b^{2}, \ldots, d_{n} / b^{n}, \ldots$ Hence $d_{i}=d_{i}^{\prime}$ for every $i$ and the development is unique.

The next result is frequently useful in studying properties of the real number system.

## Theorem A.6. There is a rational number between any two real numbers.

Proof. Let the given numbers be $a$ and $b$ with $a<b$. Without loss of generality assume $a \geqslant 0$, as otherwise adding a sufficiently large positive integer to $a$ and $b$ will make them nonnegative. Let $q$ be the smallest positive integer larger than $1 /(b-a)$. Let $p$ be the smallest positive integer larger than $q a$. Then we have $p-1 \leqslant q a$ so that

$$
q a<p \leqslant q a+1=a<\frac{p}{q} \leqslant a+\frac{1}{q} .
$$

Also, $q(b-a)>1 \Leftrightarrow a+(1 / q)<b$, and we conclude that

$$
a<\frac{p}{q}<b .
$$

Corollary. There is an irrational number between any two real numbers.
Proof. Let the given real numbers be $a$ and $b$. From Theorem A6 there is a rational number $r$ between $a / \sqrt{2}$ and $b / \sqrt{2}$. Then $r \sqrt{2}$ is between $a$ and $b$ and $r \sqrt{2}$ is irrational (since $\sqrt{2}$ is-see Theorem A.7).

We show now that $\sqrt{2}$ is irrational.
Theorem A.7. There is no rational number whose square is 2.
Proof. Suppose there is a rational number $r$ such that $r^{2}=2$. We shall reach a contradiction. If $r$ is rational there are integers $p$ and $q$ such that $r=p / q$. Assume that $p$ and $q$ have no common factor, a fact which follows from the axioms of Chapter 1 (although not proved there). Since $r^{2}=2$, we have $p^{2}=2 q^{2}$ and $p^{2}$ is even. The fact that $p^{2}$ is even implies that $p$ is even. For if $p$ were odd, then $p=2 l+1$ for some integer $l$ and then $p^{2}=4 l^{2}+4 l+1$. Thus $p^{2}$ would be odd. Hence, $p=2 k$ for some integer $k$ and $q^{2}=2 k^{2}$. We see that $q^{2}$ is even and by the same argument as that used for $p^{2}$, it follows that $q$ is even. However, we assumed that $p$ and $q$ have no common factor and then deduced that they have 2 as a common factor, a contradiction.

## Problems

${ }^{*}$. Given the integers $d_{1}, d_{2}, \ldots, d_{n}$ with $0 \leqslant d_{i} \leqslant b-1$ where $b$ is an integer $>1$. We say the expansion

$$
\frac{d_{1}}{b}, \frac{d_{2}}{b^{2}}, \ldots, \frac{d_{k}}{b^{k}}, \ldots
$$

is repeating if and only if there is a positive integer $n$ such that $d_{i+n}=d_{i}$, $i=1,2, \ldots$ Show that every repeating development represents a rational number.
2. Prove that $\sqrt{3}$ is irrational.
*3. Consider the numbers on $[0,1]$ represented with the base $b=3$. We shall write these numbers using "decimal" notation. Describe geometrically on the interval $[0,1]$ all points corresponding to numbers of the form

$$
0.1 d_{2} d_{3} d_{4} \cdots
$$

where the $d_{i}$ may be 0,1 , or 2 . Similarly, describe the sets

$$
0.01 a_{3} a_{4} \ldots, \quad 0.11 b_{3} b_{4} \ldots
$$

where the $a_{i}$ and $b_{i}$ may be 0,1 , or 2 . Finally, describe the set corresponding to

$$
0 . c_{1} c_{2} c_{3} \ldots
$$

where all the $c_{i}$ are either 0 or 2 .

## Appendix 4. Vectors in $E_{N}$

1. The space $E_{N}$. We recall the definition of a vector in a plane or threespace as an equivalence class of directed line segments, all having the same length and direction. We shall extend this definition to N -dimensional space and establish several of the basic properties of such vectors.

By a Euclidean $N$-space, denoted $E_{N}$, we mean a metric space which can be mapped onto $\mathbb{R}^{N}$ by an isometry. Such a mapping is called a coordinate system and will be denoted by a symbol such as $(x)$. If $A$ is a point in $E_{N}$ and $(x)$ is a coordinate system, then the point in $\mathbb{R}^{N}$ which corresponds to $A$ is denoted $x^{A}$ or $\left(x_{1}^{A}, x_{2}^{A}, \ldots, x_{N}^{A}\right)$. Of course, $\mathbb{R}^{N}$ itself is a Euclidean $N$-space; the plane and three-space studied in elementary geometry courses are also examples of Euclidean spaces. In this section we establish several elementary properties of $E_{N}$. The reader is undoubtedly familiar with the two- and three-dimensional versions of the results given here.

We define a line to be a Euclidean 1 -space. If $l$ is a line and $(t)$ is a coordinate system on $l$, then the origin and unit point of $(t)$ are the points having coordinates 0 and 1, respectively.

Theorem A.8. Suppose that $l$ is a line and $(t)$ and $(u)$ are coordinate systems on $l$. Let the origin of the $(u)$ system have $t$-coordinate $t^{0}$ and the unit of the $(u)$ system have $t$-coordinate $t^{0}+\lambda$. Then for every $P$ on l, it follows that

$$
u^{p}=\lambda\left(t^{p}-t^{0}\right), \quad \lambda= \pm 1
$$

Proof. We have $\left|u^{p}-0\right|=\left|t^{p}-t^{0}\right|$ and $\left|u^{p}-1\right|=\left|t^{p}-t^{0}-\lambda\right|$ for all $p$. Squaring both sides of these equations and subtracting, we get

$$
u^{p}=\lambda\left(t^{p}-t^{0}\right)
$$

Choosing $p$ and 0 as the unit point and the origin, we find

$$
\left|u^{1}-u^{0}\right|=1=\left|\lambda\left(t^{1}-t^{0}\right)\right|=|\lambda| \cdot\left|t^{1}-t^{0}\right|=|\lambda| ;
$$

hence $\lambda= \pm 1$.
We observe that a coordinate system ( $t$ ) on a line $l$ sets up an ordering of the points in which $P_{1}$ precedes $P_{2}$ if and only if $t^{1}<t^{2}$. We use the notation $P_{1} \prec P_{2}$ to indicate that $P_{1}$ precedes $P_{2}$. Theorem A. 8 shows that there are exactly two possible orderings on every line according as $\lambda=1$ or -1 . A line $l$ and a specific ordering, denoted $\mathcal{O}$, determine a directed line $\vec{l}$. The same line with the opposite ordering is frequently denoted $-\vec{l}$. A pair of points $(A, B)$ on a line $\vec{l}$ will determine a directed line segment when they are ordered with respect to $\mathcal{O}$. We use the symbol $\overline{A B}$ for such a directed line segment.

If $A$ and $B$ are any points on a line $l$, we define the directed distance from $A$ to $B$ along $\vec{l}$, denoted $\overline{A B}$, by the formula

$$
\begin{array}{ll}
\overline{A B}=|A B| & \text { if } A<B, \\
\overline{A B}=-|A B| & \text { if } B<A .
\end{array}
$$

Theorem A.9. Let $\vec{l}$ be a directed line and ( $t$ ) a coordinate system which agrees with the order on $\vec{l}$. Then

$$
\overline{A B}=t^{B}-t^{A}
$$

where $t^{A}$ and $t^{B}$ are the $(t)$ coordinates of $A$ and $B$, respectively.
Proof. Since ( $t$ ) is a coordinate system, we have $|A B|=\left|t^{B}-t^{A}\right|$. From the definition of directed distance, it follows that $\overline{A B}=\left|t^{B}-t^{A}\right|$ if $t^{B}>t^{A}$ and $\overline{A B}=-\left|t^{B}-t^{A}\right|$ if $t^{B}<t^{A}$.

Theorem A.10. Suppose that $(x)$ is a coordinate system on a Euclidean space $E_{N}$, $l$ is a line in $E_{N}$, and $(t)$ is a coordinate system on $l$ with origin at $x^{0}$ and unit point at $x^{0}+\lambda$. Then for each $p$ on $l$, it follows that

$$
\begin{equation*}
|\lambda|=1, \quad x_{i}^{p}=x_{i}^{0}+\lambda_{i} t^{p}, \quad i=1,2, \ldots, N . \tag{A.2}
\end{equation*}
$$

Proof. Since $(t)$ and ( $x$ ) are coordinate systems,

$$
1=|1-0|=\left|x^{0}+\lambda-x^{0}\right|=|\lambda| .
$$

If $p$ is any point on $l$ there are numbers $\xi_{1}^{p}, \ldots, \xi_{N}^{p}$ such that

$$
\begin{equation*}
x_{i}^{p}=x_{i}^{0}+\lambda_{i} t^{p}+\xi_{i}^{p}, \quad i=1,2, \ldots, N . \tag{A.3}
\end{equation*}
$$

Then (since $|\lambda|=1$ ),

$$
\left|x^{p}-x^{0}\right|^{2}=|\lambda|^{2}\left(t^{p}\right)^{2}+\left|\xi^{p}\right|^{2}+2 \sum_{i=1}^{N} \lambda_{i} \xi_{i}^{p} t^{p}=\left(t^{p}\right)^{2}
$$

and

$$
\left|x^{p}-x^{0}-\lambda\right|^{2}=|\lambda|^{2}\left(t^{p}-1\right)^{2}+\left|\xi^{p}\right|^{2}+2 \sum_{i=1}^{N} \lambda_{i} \xi_{i}^{p}\left(t^{p}-1\right)=\left(t^{p}-1\right)^{2}
$$

Subtracting these two equations and simplifying, we get

$$
\left|\xi^{p}\right|^{2}+2 \sum_{i=1}^{N} \lambda_{i} \xi_{i}^{p} t^{p}=0, \quad\left|\xi^{p}\right|^{2}+2 \sum_{i=1}^{N} \lambda_{i} \xi_{i}^{p}\left(t^{p}-1\right)=0 .
$$

We conclude that $\xi_{i}^{p}=0, i=1,2, \ldots, N$, which shows that (A.3) and (A.2) are the same.

Theorem A.11. Suppose that $(x)$ is a coordinate system on a Euclidean space $E_{N}$ and that $l$ is the range in $E_{N}$ of the mapping

$$
\begin{equation*}
x_{i}^{p}=x_{i}^{0}+\lambda_{i} t^{p}, \quad|\lambda|=1, i=1,2, \ldots, N . \tag{A.4}
\end{equation*}
$$

Then $l$ is a line and the Equations (A.4) set up a coordinate system on $l$ with origin at $x^{0}$ and unit point $x^{0}+\lambda$.

Proof. Let $p$ and $q$ be in the range of (A.4). Then

$$
x_{i}^{p}-x_{i}^{q}=\lambda_{i}\left(t^{p}-t^{q}\right), \quad i=1,2, \ldots, N
$$

and $\left|x^{p}-x^{q}\right|=\left|t^{p}-t^{q}\right|$. This shows that $l$ is a line and that the equations (3) set up a coordinate system with origin $(t=0)$ at $x^{0}$ and unit point at $x^{0}+\lambda$.

It is easy to see from the above theorems that if $l$ is a line in $E_{N}$, if $(x)$ is a coordinate system on $E_{N}$, and if $(t)$ and $(u)$ are coordinate systems on $l$ which set up the same ordering on $l$, then the corresponding sets $\lambda$ of $(t)$ and $\lambda^{\prime}$ of $(u)$ in Equations (A.4) must be the same. Hence the set $\lambda$ depends only on the ordering of $\vec{l}$. If $\vec{l}$ is any directed line, the set $\lambda$ in Equations (A.4) is called the direction cosines of $\vec{l}$ corresponding to the coordinate system ( $x$ ) on $E_{N}$. Two lines $l_{1}$ and $l_{2}$ are perpendicular if and only if $l_{1}$ and $l_{2}$ intersect at some point $x^{0}$ and

$$
\left|x^{1}-x^{2}\right|^{2}=\left|x^{1}-x^{0}\right|^{2}+\left|x^{2}-x^{0}\right|^{2}
$$

for all points $x^{1}$ on $l_{1}$ and $x^{2}$ on $l_{2}$.
Theorem A.12. Let (x) be a coordinate system on $E_{N}$ and let $l_{1}$ and $l_{2}$ be lines in $E_{N}$ with equations

$$
\begin{array}{ll}
l_{1}: x_{i}^{p}=x_{i}^{0}+\lambda_{i}^{1} t^{p}, & i=1,2, \ldots, N, \\
l_{2}: x_{i}^{p}=x_{i}^{0}+\lambda_{i}^{2} t^{p}, & i=1,2, \ldots, N .
\end{array}
$$

Then $l_{1}$ is perpendicular to $l_{2}$ if and only if

$$
\begin{equation*}
\sum_{i=1}^{N} \lambda_{i}^{1} \lambda_{i}^{2}=0 \tag{A.5}
\end{equation*}
$$

Proof. Let $x^{1} \in l_{1}$ and $x^{2} \in l_{2}$. Then there are $t^{1}$ and $t^{2}$ such that $x_{i}^{1}=$ $x_{i}^{0}+\lambda_{i}^{1} t^{1}, x_{i}^{2}=x_{i}^{0}+\lambda_{i}^{2} t^{2}, i=1,2, \ldots, N$. Hence

$$
\left|x^{1}-x^{2}\right|^{2}=\sum_{i=1}^{N}\left(\lambda_{i}^{1} t^{1}-\lambda_{i}^{2} t^{2}\right)^{2}=\left(t^{1}\right)^{2}+\left(t^{2}\right)^{2}-2 t^{1} t^{2} \sum_{i=1}^{N} \lambda_{i}^{1} \lambda_{i}^{2}
$$

and

$$
\left|x^{1}-x^{0}\right|^{2}+\left|x^{2}-x^{0}\right|^{2}=\sum_{i=1}^{N}\left[\left(t^{1} \lambda_{i}^{1}\right)^{2}+\left(t^{2} \lambda_{i}^{2}\right)^{2}\right]=\left(t^{1}\right)^{2}+\left(t^{2}\right)^{2}
$$

from which (A.5) follows.

Definition. Let $A$ and $B$ be points in $E_{N}$. Then a point $P$ is $h$ of the way from $A$ to $B$ if and only if

$$
\begin{equation*}
|A P|=|h| \cdot|A B| \quad \text { and } \quad|B P|=|1-h| \cdot|A B| . \tag{A.6}
\end{equation*}
$$

The number $h$ is any real number.

## Theorem A. 13

(a) Let (x) be a coordinate system on $E_{N}$. A point $P$ is $h$ of the way from $A$ to $B$ if and only if

$$
\begin{equation*}
x_{i}^{p}-x_{i}^{A}=h\left(x_{i}^{B}-x_{i}^{A}\right) \quad \text { or } \quad x_{i}^{P}=(1-h) x_{i}^{A}+h x_{i}^{B}, \quad i=1,2, \ldots, N . \tag{A.7}
\end{equation*}
$$

(b) A point $h$ of the way from $A$ to $B$ coincides with the point $(1-h)$ of the way from $B$ to $A$.

Proof. Let $P$ be any point in $E_{N}$. Then there are numbers $\xi_{1}^{P}, \ldots, \xi_{N}^{P}$ such that

$$
x_{i}^{P}-x_{i}^{A}=h\left(x_{i}^{B}-x_{i}^{A}\right)+\xi_{i}^{P}
$$

or

$$
\begin{equation*}
x_{i}^{P}-x_{i}^{B}=(h-1)\left(x_{i}^{B}-x_{i}^{A}\right)+\xi_{i}^{P}, \quad i=1, \ldots, N . \tag{A.8}
\end{equation*}
$$

Part (a) results from substituting (A.8) into (A.6), squaring, subtracting, and simplifying as in the proof of Theorem A.10. Then if $P$ is $h$ of the way from $A$ to $B$, all the $\xi_{i}^{P}$ are zero. Part (b) is a direct consequence of (a).

## Theorem A. 14

(a) Let $A$ and $B$ be distinct points in $E_{N}$. Then the set of all points $P$ in $E_{N}$ each of which is $h$ of the way from $A$ to $B$, where $h$ is any real number, constitute a line. The set of all points $Q$ which are $(1-h)$ of the way from $B$ to $A$ as $h$ takes on all real values constitutes the same line.
(b) There exists a unique line in $E_{N}$ which passes through two distinct points.

Proof.
Let $(x)$ be a coordinate system on $E_{N}$. If $P$ is $h$ of the way from $A$ to $B$,
then

$$
\begin{equation*}
x_{i}^{P}=x_{i}^{A}+\lambda_{i}^{A B} t^{p}, \quad i=1,2, \ldots, N, \quad \text { where } \lambda_{i}^{A B}=\frac{x_{i}^{B}-x_{i}^{A}}{|A B|} . \tag{A.9}
\end{equation*}
$$

Here we set $t^{p}=h$ and note that $\left|\lambda^{A B}\right|=1$. Therefore $P$ lies on the line with Equations (A.9). On the other hand, if $P$ is on the line given by (A.9), then $P$ satisfies (A.7) with $t^{P}=h$ and so is $h$ of the way from $A$ to $B$. Now if $Q$ is $k$ of the way from $B$ to $A$, then

$$
x_{i}^{Q}-x_{i}^{B}=k\left(x_{i}^{A}-x_{i}^{B}\right)
$$

or

$$
x_{i}^{Q}=(1-k) x_{i}^{B}+k x_{i}^{A}=(1-h) x_{i}^{A}+h x_{i}^{B}=x_{i}^{P} .
$$

The preceding argument shows that there is only one line through $A$ and B.

Theorem A.15. Let $l$ be a line in $E_{N}$ and $P_{1}$ a point in $E_{N}$ not on $l$. Then there exists a unique line $l_{1}$ in $E_{N}$ which contains $P_{1}$ and is perpendicular to $l$. If $(x)$ is a coordinate system on $E_{N}$, if $P_{1}$ has coordinates $\left(\bar{x}_{1}, \ldots, \bar{x}_{N}\right)$, and if l has equations

$$
\begin{equation*}
x_{i}=x_{i}^{0}+\lambda_{i} t, \quad i=1,2, \ldots, N \tag{A.10}
\end{equation*}
$$

then the $(t)$ coordinates of the point $P_{2}$ of intersection of $l$ and $l_{1}$ are given by

$$
\begin{equation*}
t^{*}=\sum_{i=1}^{N} \lambda_{i}\left(\bar{x}_{i}-x_{i}^{0}\right) \tag{A.11}
\end{equation*}
$$

Proof. The point of intersection $P_{2}$ will satisfy Equations (A.10) and, denoting its $(x)$ coordinates by $\left(x_{1}^{*}, \ldots, x_{N}^{*}\right)$, we have

$$
x_{i}^{*}=x_{i}^{0}+\lambda_{i} t^{*} \quad \text { for some } t^{*}
$$

The differences $x_{i}^{*}-\bar{x}_{i}$ are proportional to the direction cosines of $l_{1}$ and so the perpendicularity condition, (A.5), implies that

$$
\sum_{i=1}^{N} \lambda_{i}\left(x_{i}^{*}-\bar{x}_{i}\right)=0
$$

Therefore $\sum_{i=1}^{N} \lambda_{i}\left(x_{i}^{0}+\lambda_{i} t^{*}-\bar{x}_{i}\right)=0$, from which (A.11) follows.
Definition. Let $\vec{l}$ be a directed line and $\overrightarrow{A B}$ a directed line segment in $E_{N}$. Let $A^{\prime}$ be the point of intersection with $\vec{l}$ of the line through $A$ which is perpendicular to $\vec{l}$ (if $A$ is on $\vec{l}$, then $A^{\prime}=A$ ). Similarly, let $B^{\prime}$ be the point of intersection of the perpendicular to $\vec{l}$ through $B$. We define the projection of $\overrightarrow{A B}$ on $\vec{l}$ as the directed distance $\overrightarrow{A^{\prime} B^{\prime}}$. We write

$$
\operatorname{Proj}_{\vec{l}} \overrightarrow{A B}=\overrightarrow{A^{\prime} B^{\prime}}
$$

Theorem A.16. Let $\vec{l}$ be a directed line and $\overrightarrow{A B}$ a directed line segment in $E_{N}$. Let $(x)$ be a coordinate system on $E_{N}$ and suppose that the direction cosines of
$\vec{l}$ are $\lambda_{1}, \ldots, \lambda_{N}$. Then

$$
\operatorname{Proj}_{\vec{l}} \overrightarrow{A B}=\sum_{i=1}^{N} \lambda_{i}\left(x_{i}^{B}-x_{i}^{A}\right)
$$

Proof. According to Theorem A.15, the $(t)$ coordinates of $A^{\prime}$ and $B^{\prime}$, as given in the definition of projection, are

$$
t^{A^{\prime}}=\sum_{i=1}^{N} \lambda_{i}\left(x_{i}^{A}-x_{i}^{0}\right), \quad t^{B^{\prime}}=\sum_{i=1}^{N} \lambda_{i}\left(x_{i}^{B}-x_{i}^{0}\right)
$$

Using Theorem A.9, we find

$$
\operatorname{Proj}_{l} \overrightarrow{A B}=\overrightarrow{A^{\prime} B^{\prime}}=t^{B^{\prime}}-t^{A^{\prime}}=\sum_{i=1}^{N} \lambda_{i}\left(x_{i}^{B}-x_{i}^{A}\right)
$$

2. Vectors in $E_{N}$. As in the case of two and three dimensions, we shall define a vector as an equivalence class of directed line segments. Two directed line segments $\overrightarrow{A B}$ and $\overrightarrow{C D}$ are equivalent if and only if

$$
\operatorname{Proj}_{\vec{l}} \overrightarrow{A B}=\operatorname{Proj}_{\vec{l}} \overrightarrow{C D}
$$

for every directed line $\vec{l}$ in $E_{N}$. We write $\overrightarrow{A B} \approx \overrightarrow{C D}$ for such equivalent directed line segments.

The proofs of the following elementary properties of equivalent directed line segments are left to the reader.

## Theorem A. 17

(a) If $(x)$ is a coordinate system in $E_{N}$, then $\overrightarrow{A B} \approx \overrightarrow{C D}$ if and only if $x_{i}^{D}-x_{i}^{c}=$ $x_{i}^{B} \rightarrow x_{i}^{A}, \underset{\longrightarrow}{i=1}, \ldots, N$.
(b) If $\overrightarrow{A B} \approx \overrightarrow{C D}$ then $\overrightarrow{C D} \approx \overrightarrow{A B}$.
(c) If $\overrightarrow{A B} \approx \overrightarrow{C D}$ and $\overrightarrow{C D} \approx \overrightarrow{E F}$, then $\overrightarrow{A B} \approx \overrightarrow{E F}$.
(d) $\xrightarrow{\text { If }} \overrightarrow{A B}$ and $P$ are given, then there is a unique point $Q$ such that $\overrightarrow{P Q} \approx \overrightarrow{A B}$.
(e) If $\xrightarrow[\overrightarrow{A B}]{\vec{\longrightarrow}} \underset{\overrightarrow{D E}}{\vec{D}}$ and $\overrightarrow{B C} \approx \overrightarrow{E F}$, then $\overrightarrow{A C} \approx D F$.
(f) If $\overrightarrow{A B} \approx \overrightarrow{D E}$, if $C$ is $h$ of the way from $A$ to $B$, and if $F$ is $h$ of the way from $D$ to $E$, then $\overrightarrow{A C} \approx \overrightarrow{D F}$.

Definitions. A vector in $E_{N}$ is the collection of all ordered pairs of points $(A, B)$, i.e., all directed line segments $\overrightarrow{A B}$ in $E_{N}$ having the same magnitude and direction. The individual ordered pairs are called representatives of the vector $\xrightarrow{\text { containing them. We denote by } v(A B) \text { the vector containing the representative }}$ $\overrightarrow{A B}$.

Let $v$ and $\boldsymbol{w}$ be vectors and $\overrightarrow{A B}$ a representative of $v$. Then there is a representative $\overrightarrow{B C}$ of $\boldsymbol{w}$. We define the sum $\boldsymbol{v}+\boldsymbol{w}$ as the vector $\boldsymbol{u}$ which as $\overrightarrow{A C}$
as its representative. That is,

$$
u(A C)=v(A B)+w(B C)
$$

If $h$ is a real number and $D$ is $h$ of the way from $A$ to $B$, then

$$
h \boldsymbol{v}=\boldsymbol{v}(A D)
$$

We define $|\boldsymbol{v}|$ as the common length of all the representatives of $\boldsymbol{v}$.
Let $(x)$ be a coordinate system on $E_{N}$. We define the $i$ th unit point $I_{i}$ by the coordinates $(0,0, \ldots, 0,1,0, \ldots, 0)$ where all the coordinates are zero except the $i$ th which is 1 . The vector $e_{i}$ is the vector of length 1 which has as representative the directed line segment $\overrightarrow{0 I}_{i}$, where 0 is the origin of $(x)$.

Theorem A.18. Let ( $x$ ) be a coordinate system on $E_{N}$. If $A$ and $B$ are any points in $E_{N}$, then

$$
\boldsymbol{v}(A B)=\sum_{i=1}^{N}\left(x_{i}^{B}-x_{i}^{A}\right) \boldsymbol{e}_{i} .
$$

Proof. We prove the result for $N=3$, the proof in the general case being similar. The vector $v(A B)$ has a representative $\overrightarrow{0 P}$ where $P$ has coordinates

$$
\left(x_{1}^{B}-x_{1}^{A}, x_{2}^{B}-x_{2}^{A}, x_{3}^{B}-x_{3}^{A}\right)
$$

Let $R_{1}, R_{2}, R_{3}, Q_{1}, Q_{2}, Q_{3}$ have coordinates

$$
\begin{gathered}
R_{1}=\left(x_{1}^{B}-x_{1}^{A}, 0,0\right), \quad R_{2}=\left(0, x_{2}^{B}-x_{2}^{A}, 0\right), \quad R_{3}=\left(0,0, x_{3}^{B}-x_{3}^{A}\right), \\
Q_{1}=R_{1}, \quad Q_{2}=\left(x_{1}^{B}-x_{1}^{A}, x_{2}^{B}-x_{2}^{A}, 0\right), \quad Q_{3}=P .
\end{gathered}
$$

We observe that $R_{1}$ is $\left(x_{1}^{B}-x_{1}^{A}\right)$ of the way from 0 to $I_{1} ; R_{2}$ is $\left(x_{2}^{B}-x_{2}^{A}\right)$ of the way from 0 to $I_{2}$ and $R_{3}$ is $\left(x_{3}^{B}-x_{3}^{A}\right)$ of the way from 0 to $I_{3}$. Also,

$$
\begin{gathered}
v\left(Q_{1} Q_{2}\right)=v\left(0 R_{2}\right), \quad v\left(Q_{2} Q_{3}\right)=v\left(0 R_{3}\right), \\
v\left(0 R_{1}\right)=\left(x_{1}^{B}-x_{1}^{A}\right) e_{1}, \quad v\left(0 R_{2}\right)=\left(x_{2}^{B}-x_{2}^{A}\right) e_{2}, \\
v\left(0 R_{3}\right)=\left(x_{3}^{B}-x_{3}^{A}\right) e_{3} .
\end{gathered}
$$

Hence we see that

$$
v(0 P)=v\left(0 Q_{1}\right)+v\left(Q_{1} Q_{2}\right)+v\left(Q_{2} Q_{3}\right)
$$

which is the desired result.
Theorem A.19. Suppose that $e_{1}, e_{2}, \ldots, e_{N}$ are mutually perpendicular unit vectors in $E_{N}$. Suppose that

$$
\boldsymbol{v}=a_{1} e_{1}+\cdots+a_{N} e_{N}, \quad \boldsymbol{w}=b_{1} e_{1}+\cdots+b_{N} e_{N}
$$

Then

$$
\begin{gathered}
v+\boldsymbol{v}=\sum_{i=1}^{N}\left(a_{i}+b_{i}\right) \boldsymbol{e}_{i}, \quad h v=\sum_{i=1}^{N} h a_{i} e_{i} \\
|v|=\sqrt{a_{1}^{2}+\cdots+a_{N}^{2}} .
\end{gathered}
$$

Proof. Let ( $x$ ) be a coordinate system on $E_{N}$ with origin 0 and unit points $I_{i}$ where $\boldsymbol{v}\left(0 I_{i}\right)=\boldsymbol{e}_{i}$. The hypotheses of Theorem A. 18 hold. Let $A, B, C$ be the points with coordinates $\left(a_{1}, \ldots, a_{N}\right),\left(b_{1}, \ldots, b_{N}\right),\left(h a_{1}, \ldots, h a_{N}\right)$. Then $C$ is $h$ of the way from 0 to $A$ and

$$
\boldsymbol{v}=\boldsymbol{v}(0 A), \quad \boldsymbol{w}=\boldsymbol{v}(A B), \quad h \boldsymbol{v}=\boldsymbol{v}(0 C), \quad \boldsymbol{v}+\boldsymbol{w}=\boldsymbol{v}(0 B)
$$

The next theorem is a direct consequence of the above results on vectors.

## Theorem A. 20

(a) The operation of addition for vectors satisfies Axioms A-1 through A-5 for addition of real numbers (Chapter 1).
(b) Let $v$ and $\boldsymbol{w}$ be two vectors and c, d real numbers. Then

$$
\begin{array}{cl}
(c+d) v=c \boldsymbol{v}+d \boldsymbol{v}, & c(\boldsymbol{v}+\boldsymbol{w})=c \boldsymbol{v}+c \boldsymbol{w}, \\
c(d v)=(c d) v, \quad 1 \cdot v=\boldsymbol{v}, \quad 0 \cdot \boldsymbol{v}=\mathbf{0}, \quad(-1) \boldsymbol{v}=-\boldsymbol{v} .
\end{array}
$$

Definition. Let $\boldsymbol{u}$ and $\boldsymbol{v}$ be vectors in $E_{N}$. The inner (or scalar) product of $\boldsymbol{u}$ and $\boldsymbol{v}$, denoted $\boldsymbol{u} \cdot \boldsymbol{v}$, is defined by

$$
u \cdot v=\frac{1}{2}\left[|\boldsymbol{u}+\boldsymbol{v}|^{2}-|\boldsymbol{u}|^{2}-|\boldsymbol{v}|^{2}\right] .
$$

The value of the inner product is independent of the coordinate system.
Theorem A.21. Let $\boldsymbol{u}$ and $v$ be vectors in $E_{N}$ and (x) a coordinate system on $E_{N}$. Suppose $e_{1}, \ldots, e_{N}$ is a set of mutually orthogonal unit vectors and

$$
\boldsymbol{u}=\sum_{i=1}^{N} a_{i} e_{i}, \quad \boldsymbol{v}=\sum_{i=1}^{N} b_{i} e_{i} .
$$

Then

$$
\boldsymbol{u} \cdot \boldsymbol{v}=\sum_{i=1}^{N} a_{i} b_{i}
$$

also,

$$
\boldsymbol{u} \cdot \boldsymbol{v}=\boldsymbol{v} \cdot \boldsymbol{u}, \quad \boldsymbol{u} \cdot \boldsymbol{u}=|\boldsymbol{u}|^{2}, \quad \boldsymbol{u} \cdot(\boldsymbol{c} \boldsymbol{v}+d \boldsymbol{w})=c(\boldsymbol{u} \cdot \boldsymbol{v})+d(\boldsymbol{u} \cdot \boldsymbol{w}),
$$

where $\underset{\sim}{w}$ is any vector in $E_{N}$.

## Answers to Odd-Numbered Problems

## Section 1.2

1. The inverse of $T$ is a function if the $a_{i}$ are all distinct.
2. (a) Proposition 1.3.
(b) Propositions 1.4, 1.6, 1.7.
(c) $\sum_{i=0}^{n} \sum_{j=0}^{n-i} \frac{n!}{i!j!(n-i-j)!} a^{n-i-j} b^{i} c^{j}$
3. Yes

| $+$ | $\begin{array}{lllll}0 & 1 & 2 & 3\end{array}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 2 | 3 |
| 1 | 1 | 0 | 3 | 2 |
| 2 | 2 | 3 | 0 | 1 |
| 3 | 3 | 2 | 1 | 0 |


|  | 0 |  | 1 | 2 |
| :--- | :--- | :--- | :--- | :--- |
| $\times$ | 3 |  |  |  |
| 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 2 | 3 |
| 2 | 0 | 2 | 3 | 1 |
| 3 | 0 | 3 | 1 | 2 |
|  |  |  |  |  |

## Section 1.3

1. Yes. Each number $a+b \sqrt{7}, a, b$ rational corresponds to a unique point on the line.
2. $(0, \infty)$
3. $(-4, \infty)$
4. $(-2,3)$
5. $[-1,2)$
6. $(-1,5)$
7. $(-\infty, 0) \cup\left(\frac{15}{2}, \infty\right)$
8. $(-\infty, 1) \cup(2, \infty)$
9. $\left(\frac{4}{3}, 3\right)$

## Section 1.4

9. (b) Yes. (c) Yes.
10. If $S$ is a subset of $\mathbb{N} \times \mathbb{N}$ containing $(1,1)$ such that for $\operatorname{all}(m, n)$ in $S$ both $(m+1, n)$ and $(m, n+1)$ are in $S$, then $S=\mathbb{N} \times \mathbb{N}$.

## Section 2.1

1. $\delta=0.005$
2. $\delta=0.02$
3. $\delta=0.002$
4. $\delta=0.06$
5. $\delta=0.005$
6. $\delta=0.01$
7. $\delta=0.07$
8. $\delta=0.09$
9. $\delta=0.7$

## Section 2.2

5. No.

## Section 2.3

1. Yes.
2. No. Neither.
3. No. Neither.
4. No. On the right.
5. No. Neither.
6. No. Neither.
7. Limit is 1 ; limit is 0 ; limit doesn't exist.
8. If $\quad \lim _{x \rightarrow a^{+}} f_{1}(x)=L_{1}, \quad \lim _{x \rightarrow a^{+}} f_{2}(x)=L_{2} \quad$ and $\quad g(x) \equiv f_{1}(x)+f_{2}(x)$, then $\lim _{x \rightarrow a^{+}} g(x)=L_{1}+L_{2}$.
9. Suppose $\lim _{x \rightarrow a^{-}} f(x)=L, \lim _{x \rightarrow a^{-}} g(x)=M$ and $f(x) \leqslant g(x)$ for all $x$ in an interval with a as right endpoint. Then $L \leqslant M$.

## Section 2.4

1. 0
2. $+\infty$
3. 0
4. $+\infty$
5. 2
6. Suppose that $f$ and $g$ are functions on $\mathbb{R}^{1}$ to $\mathbb{R}^{1}$. If $f$ is continuous at $L$ and $g(x) \rightarrow L$ as $x \rightarrow-\infty$, then $\lim _{x \rightarrow-\infty} f[g(x)]=f(L)$.
7. Examples are (a) $f(x)=2 x, \quad g(x)=-x$;
(b) $f(x)=x, \quad g(x)=-2 x$;
(c) $f(x)=x+A, \quad g(x)=-x$.
8. Suppose that $\lim _{x \rightarrow+\infty} f(x)=L, \lim _{x \rightarrow+\infty} g(x)=M$. If $f(x) \leqslant g(x)$ for all $x>A$ for some constant $A$, then $L \leqslant M$.

## Section 2.5

1. (a) $x_{n}=\left(n+\frac{1}{2}\right) \pi$;
(b) $y_{n}=2 n \pi$;
(c) $z_{n}=(2 n+1) \pi$.
2. Hint: Write $a^{n}=(1+(a-1))^{n}$ and use the binomial theorem.
3. 1
4. 0

## Section 3.1

3. If $a_{0}<0$, then $f(x) \rightarrow+\infty$ as $x \rightarrow \pm \infty$; if $a_{0}>0$, then $f(x) \rightarrow-\infty$ as $x \rightarrow \pm \infty$.
4. $f(x)=x \sin (1 / x), \quad c=0$.

## Section 3.2

1. 3 , yes; 0 , no.
2. 3 , no; -1 , no.
3. 1 , no; $\frac{1}{2}$, yes.
4. $3 \pi / 2$, yes; $\pi / 2$, yes.
5. (b) $\inf S=\inf \left\{b_{i}\right\}$ provided the right-hand expression exists. Similarly, $\sup S=$ $\sup _{i}\left\{B_{i}\right\}$.
6. Example 1: Take $I_{i}=[(i-1) \pi, i \pi], \quad f(x)=\cos x$;

Example 2: $I_{1}=[-1,0], I_{i}=[1 / i \pi, 1 /(i-1) \pi], \quad f(x)=0, x \leqslant 0, f(x)=\cos (1 / x)$, $x>0$.

## Section 3.3

1. No; $\left\{x_{2 n}\right\}$.
2. No; $\left\{x_{2 n}\right\}$.
3. Yes.
4. $\mathrm{No} ;\left\{x_{3 n}\right\}$.
5. (a) $x_{k, n}=\{k+1 / n\}, \quad k=1,2, \ldots, N ; n=1,2, \ldots$.
(b) $x_{k, n}=\{k+1 / n\}, \quad k=1,2,3, \ldots, n=1,2,3, \ldots$.

## Section 3.5

3. $f(x)=x /(x+1)$

## Section 3.7

1. Yes.
2. Yes.
3. No; $\left\{x_{3 n}\right\}$.
4. (b) A finite subfamily has a smallest interval $I_{N}$. The point $x=1 /(N+3)$ is not covered.
5. No.
6. Finite subfamilies which cover $E$ are $I_{4 / 3}$ and $I_{3 / 2}$.

## Section 4.1

5. Let $f, u, v$ be functions on $\mathbb{R}^{1}$ such that $v$ has a derivative at $x_{0}, u$ has a derivative at $v\left(x_{0}\right)$, and $f$ has a derivative at $u\left[v\left(x_{0}\right)\right]$.
6. (b) $\eta(h)=3-\frac{3+3 h+h^{2}}{(1+h)^{3}}$
7. For $k \leqslant(n-1) / 2$
8. $\frac{1}{3}$
9. $e$

## Section 4.2

1. $I_{1}=(-\infty,-1], I_{2}=[-1,+\infty), J_{1}=[1,+\infty), g_{1}(x)=-\sqrt{x-1}-1, g_{2}(x)=$ $\sqrt{x-1}-1$
2. $I_{1}=(-\infty, 2], I_{2}=[2,+\infty), J_{1}=(-\infty, 4], J_{2}=(-\infty, 4], g_{1}(x)=2-\sqrt{4-x}$, $g_{2}(x)=2+\sqrt{4-x}$
3. $I_{1}=(-\infty,-2), I_{2}=(-2,+\infty), J_{1}=(2,+\infty), J_{2}=(-\infty, 2), g_{1}(x)=2 x /(2-x)$, $g_{2}(x)=2 x /(2-x)$
4. $I_{1}=(-\infty,-1], I_{2}=[-1,+1], I_{3}=[1,+\infty), J_{1}=[-2,0), J_{2}=[-2,2], J_{3}=$ $(0,2], g_{1}(x)=\left(2+\sqrt{4-x^{2}}\right) / x, g_{2}(x)=\left(2-\sqrt{4-x^{2}}\right) / x, g_{3}(x)=\left(2+\sqrt{4-x^{2}}\right) / x$
5. $I_{1}=(-\infty,+\infty), J_{1}=(-\infty,+\infty)$
6. $I_{1}=(-\infty,-3), I_{2}=[-3,1], I_{3}=[1,+\infty)$
$J_{1}=(-\infty, 31], J_{2}=[-1,31], J_{3}=[31,+\infty)$
7. $f^{\prime}(x)=3(x-1)^{2}, g^{\prime}(x)=\frac{1}{3} x^{-2 / 3}$
8. $f^{\prime}(x)=\cos x, g^{\prime}(x)=1 / \sqrt{1-x^{2}}$

## Section 5.1

1. $S^{+}(f, \Delta)=\frac{11}{25} ; S_{-}(f, \Delta)=\frac{6}{25}$
2. Note that $\sum_{i=1}^{n}\left[f\left(x_{i}\right)-f\left(x_{i-1}\right)\right]-f\left(x_{n}\right)-f\left(x_{0}\right)=f(b)-f(a)$.
3. Yes.
4. Hint: Use the result of Problem 18.

## Section 5.2

1. (c) Choose $f(x)=x, a \leqslant x<b, f(b)=b-1$.
2. Note that $d(u v)=u d v+v d u$.
3. For $0 \leqslant x \leqslant 1$ let $f(x)=1$ for $x$ rational, $f(x)=-1$ for $x$ irrational.

## Section 6.1

3. Not equivalent.
4. Yes.
5. No.
6. Either all $x_{i}$ are zero or there is a number $\lambda$ such that $y_{i}=\lambda x_{i}$ for $i=1,2, \ldots, n, \ldots$.

## Section 6.2

3. The square with vertices at $(1,0),(0,1),(-1,0),(0,-1)$.
4. No. The set $\{1 / n\}, n=1,2, \ldots$, is an infinite set of isolated points.
5. $\bar{A}=\{x: 0 \leqslant x \leqslant 1\}$.
6. The sets $A_{n}=\left\{(x, y): 0 \leqslant x^{2}+y^{2}<1 / n\right\}, n=1,2, \ldots$.
7. Define (in $\mathbb{R}^{1}$ ), $A_{i}=\{x: 1 / i<x \leqslant 1\}$. Then $\bigcup A_{i}=\{x: 0<x \leqslant 1\} ; \bar{B}=$ $\{x: 0 \leqslant x \leqslant 1\} \neq \bigcup \overline{A_{i}}=\{x: 0<x \leqslant 1\}$.

## Section 6.3

1. Arrange the rational points as shown in Figure 6.5.

## Section 6.4

5. Choose $\rho=\frac{1}{10}$.
6. Choose $x^{n}=\left(x_{1}^{n}, x_{2}^{n}, \ldots, x_{k}^{n}, \ldots\right)$ so that $x_{k}^{n}=1$ if $k=n, x_{k}^{n}=0$ otherwise.

## Section 6.5

7. Statement: Let $f, g, h$ be functions defined on a set $A$ in a metric space, and suppose $\rho_{0} \in A$. If $f(p) \leqslant g(p) \leqslant h(p)$ for all $p \in A$ and if $\lim _{p \rightarrow p_{0}} f(p)=\lim _{p \rightarrow p_{0}} h(p)=L$ for $p \in A$, then $\lim _{p \rightarrow p_{0}} g(p)=L$ for $p \in A$.
8. (a) For every $\varepsilon>0$ there is a $\delta>0$ such that $d_{2}\left(f(p), f\left(p_{0}\right)\right)<\varepsilon$ whenever $d_{1}\left(p, p_{0}\right)<\delta$ where $d_{1}, d_{2}$ are the metrics in $S_{1}, S_{2}$, respectively.
(b) Same as 9(a) except that the points $p$ must belong to $A$.
(c) For every $\varepsilon>0$ there is a $\delta>0$ such that $d_{2}\left(f(p), q_{0}\right)<\varepsilon$ whenever $d_{1}\left(p, p_{0}\right)<$ $\delta$ and $p \in A$, where $d_{1}, d_{2}$ are the metrics of $S_{1}, S_{2}$ respectively.
9. Let $A=I_{1} \cup I_{2}, I_{1}=\{x: 0 \leqslant x \leqslant 1\}, I_{2}=\{x: 2 \leqslant x \leqslant 3\}$. Define $f=0$ on $I_{1}$, $f=1$ on $I_{2}$.

## Section 7.1

5. $H_{, 3}(x)=-4 x_{3}\left(x_{1}^{2}+x_{4}^{2}\right)+2 x_{1}^{2}\left(x_{1}^{2} x_{3}+x_{4}\right)+2\left[\cos \left(x_{1}+x_{3}\right)-2 x_{4}\right] \sin \left(x_{1}+x_{3}\right)$

## Section 7.2

1. $f_{, 1,1}=\frac{2 x_{1}^{2}-x_{2}^{2}-x_{3}^{2}}{\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)^{5 / 2}} ; f$ is symmetric in $x_{1}, x_{2}, x_{3}$.
2. $f(x)=f(a)+D_{1} f(a)\left(x_{1}-a_{1}\right)+D_{2} f(a)\left(x_{2}-a_{2}\right)+D_{3} f(a)\left(x_{3}-a_{3}\right)$
$+\frac{1}{2} D_{1}^{2} f(a)\left(x_{1}-a_{1}\right)^{2}+D_{1} D_{2} f(a)\left(x_{1}-a_{1}\right)\left(x_{2}-a_{2}\right)$
$+D_{1} D_{3} f(a)\left(x_{1}-a_{1}\right)\left(x_{3}-a_{3}\right)+\frac{1}{2} D_{2}^{2} f(a)\left(x_{2}-a_{2}\right)^{2}$
$+D_{2} D_{3} f(a)\left(x_{2}-a_{2}\right)\left(x_{3}-a_{3}\right)+\frac{1}{2} D_{3}^{2} f(a)\left(x_{3}-a_{3}\right)^{2}$
$+\frac{1}{6} D_{1}^{3} f(\xi)\left(x_{1}-a_{1}\right)^{3}+\frac{1}{2} D_{1}^{2} D_{2} f(\xi)\left(x_{1}-a_{1}\right)^{2}\left(x_{2}-a_{2}\right)$
$+\frac{1}{2} D_{1}^{2} D_{3} f(\xi)\left(x_{1}-a_{1}\right)^{2}\left(x_{3}-a_{3}\right)+\frac{1}{2} D_{1} D_{2}^{2} f(\xi)\left(x_{1}-a_{1}\right)\left(x_{2}-a_{2}\right)^{2}$
$+D_{1} D_{2} D_{3} f(\xi)\left(x_{1}-a_{1}\right)\left(x_{2}-a_{2}\right)\left(x_{3}-a_{3}\right)$
$+\frac{1}{2} D_{1} D_{3}^{2} f(\xi)\left(x_{1}-a_{1}\right)\left(x_{3}-a_{3}\right)^{2}+\frac{1}{6} D_{2}^{3} f(\xi)\left(x_{2}-a_{2}\right)^{3}$
$+\frac{1}{2} D_{2}^{2} D_{3} f(\xi)\left(x_{2}-a_{2}\right)^{2}\left(x_{3}-a_{3}\right)+\frac{1}{2} D_{2} D_{3}^{2} f(\xi)\left(x_{2}-a_{2}\right)\left(x_{3}-a_{3}\right)^{2}$
$+\frac{1}{6} D_{3}^{3} f(\xi)\left(x_{3}-a_{3}\right)^{3}$
3. $\left(-\frac{9}{31}, \frac{55}{62}, \frac{18}{31},-\frac{41}{31}\right)$
4. Positive definite.
5. Negative definite.

## Section 7.3

11. (a) Definition: The derivative of $f$ at $a$ is the linear function $L: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ such that

$$
\lim _{x \rightarrow a} \frac{d_{M}(f(x), L(x))}{d_{N}(x, a)}=0 .
$$

## Section 8.1

1. $S=\left\{x: 0 \leqslant \mathrm{x}_{i} \leqslant 1, x_{i}\right.$ is rational, $\left.i=1,2, \ldots, N\right\}$.
2. The result does not hold even in $\mathbb{R}^{2}$ with $S=\left\{\left(x_{1}, x_{2}\right): \frac{1}{3} \leqslant x_{i} \leqslant \frac{2}{3}, i=1,2\right\}$.
3. $S_{1}=\left\{x: 0 \leqslant x_{i} \leqslant 1, x_{i}\right.$ rational $\}, S_{2}=\left\{x: 0 \leqslant x_{i} \leqslant 1, x_{i}\right.$ irrational $\} . S_{1} \cup S_{2}$ is a figure, $S_{1} \cap S_{2}=\varnothing$. Also $S_{1}-S_{2}=\varnothing$; hence all are figures.

## Section 8.2

1. Let $F=\left\{x: 0 \leqslant x_{i} \leqslant 1, i=1,2, \ldots, N\right\}$. Define $f: F \rightarrow \mathbb{R}^{1}$ such that $f(x)=0$ if $x_{1}$ is rational and $f(x)=1$ if $x_{1}$ is irrational.

## Section 8.3

3. Let $F_{1}$ be a regular figure in $\mathbb{R}^{N}$ and $G$ a figure with zero $N$-dimensional volume. Define $F=F_{1} \cup G$ and suppose $f: F \rightarrow \mathbb{R}^{1}$ is Riemann integrable on $F_{1}$ and unbounded on $G$.
4. (b) Observe that for every subdivision into subsquares of $S$, we have $S^{+}(f, \Delta)=1$ and $S^{-}(f, \Delta)=0$.

## Section 9.1

1. Convergent.
2. Convergent.
3. Convergent.
4. Convergent.
5. Convergent.
6. $p>1$.
7. Divergent.

## Section 9.2

1. Absolutely convergent.
2. Conditionally convergent.
3. Divergent.
4. Divergent.
5. Conditionally convergent.
6. Conditionally convergent.
7. Divergent.
8. Convergent.
9. $-1<x<1$
10. $-\frac{2}{3} \leqslant x<\frac{2}{3}$
11. $1<x<5$
12. $-\frac{3}{2}<x<-\frac{1}{2}$
13. (i) $\sum_{n=0}^{\infty} n!x^{n}$; (ii) $\sum_{n=0}^{\infty} \frac{x^{n}}{n!}$.

## Section 9.3

1. Uniform.
2. Uniform.
3. Uniform.
4. Not uniform.
5. Uniform.

## Section 9.4

1. $h<1$
2. $h<1$
3. $h<3 / 2$
4. $h<1$
5. $h<1$
6. $1+\sum_{n=1}^{\infty} \frac{(-1 / 2)(-3 / 2) \ldots(-1 / 2-n+1)}{n!} x^{2 n}, \quad|x|<1$
7. $1+\sum_{n=1}^{\infty} \frac{(-1)^{n}(-3)(-4) \ldots(-3-n+1)}{n!} x^{n}, \quad|x|<1$
8. $1+\sum_{n=1}^{\infty} \frac{(-1)^{n}(-3)(-4) \ldots(-3-n+1) x^{2 n}}{n!}, \quad|x|<1$
9. $x^{3}+\sum_{n=1}^{\infty} \frac{(-1)^{n}(-1 / 2)(-3 / 2) \ldots(-1 / 2-n+1)}{n!(2 n+1)} x^{6 n+3}, \quad|x|<1$
10. 0.47943
11. 0.89837
12. 1.99476
13. 0.23981

## Section 9.5

3. No.
4. No.

## Section 9.6

3. No.
4. No. In fact, the sum does not converge.
5. No. In fact, the sum does not converge.

## Section 9.7

1. $1+x+\frac{x^{2}}{2}-\frac{y^{2}}{2}+\frac{x^{3}}{6}-\frac{x y^{2}}{2}$
2. $1-x+\frac{x^{2}}{2}+\frac{y^{2}}{2}-\frac{x^{3}}{6}-\frac{x y^{2}}{2}$
3. 1

## Section 10.1

1. $\frac{1}{2}+\frac{2}{\pi}\left[\frac{\sin x}{1}+\frac{\sin 3 x}{3}+\cdots+\frac{\sin (2 k+1) x}{2 k+1}+\cdots\right],-\pi \leqslant x \leqslant \pi$.
2. $\frac{\pi^{2}}{3}+4\left[-\frac{\cos x}{1^{2}}+\frac{\cos 2 x}{2^{2}}-\frac{\cos 3 x}{3^{2}}+\cdots+\frac{(-1)^{k} \cos k x}{k^{2}}+\cdots\right],-\pi \leqslant x \leqslant \pi$.
3. $\frac{2}{\pi}+\frac{4}{\pi}\left[\frac{\cos 2 x}{3}-\frac{\cos 4 x}{15}+\cdots+\frac{(-1)^{k+1} \cos 2 k x}{4 k^{2}-1}\right], \quad-\pi \leqslant x \leqslant \pi$.
4. $\frac{e^{2 \pi}-e^{-2 \pi}}{4 \pi}+\frac{e^{2 \pi}-e^{-2 \pi}}{\pi}\left[\frac{-2 \cos x}{5}+\frac{\sin x}{5}+\frac{2 \cos 2 x}{8}-\frac{2 \sin 2 x}{8}+\frac{(-1)^{k} 2 \cos k x}{k^{2}+4}\right.$

$$
\left.-\frac{(-1)^{k} k \sin k x}{k^{2}+4}+\cdots\right], \quad-\pi \leqslant x \leqslant \pi .
$$

9. $\frac{1}{2}-\frac{\cos 2 x}{2}$
10. $\frac{4}{\pi} \sum_{n=1}^{\infty} \frac{1}{2 n-1} \sin (2 n-1) x, \quad-\pi \leqslant x \leqslant \pi$.
11. $\frac{3}{4} \cos x+\frac{1}{4} \cos 3 x, \quad-\pi \leqslant x \leqslant \pi$.
12. (a) $\frac{\pi^{3}}{3}-\frac{4 \cos x}{1^{2}}+\frac{2 \sin x}{1}+\frac{4 \cos 2 x}{2^{2}}-\frac{2 \sin 2 x}{2}+\cdots+\frac{4(-1)^{k} \cos k x}{k^{2}}$

$$
-\frac{2(-1)^{k} \sin k x}{k}+\cdots, \quad-\pi \leqslant x \leqslant \pi .
$$

## Section 10.2

1. $\frac{1}{2}+\frac{2}{\pi}\left[\frac{\cos x}{1}-\frac{\cos 3 x}{3}+\frac{\cos 5 x}{5}+\cdots\right], 0 \leqslant x \leqslant \pi$.
2. $\frac{\pi}{2}-\frac{4}{\pi}\left[\frac{\cos x}{1^{2}}+\frac{\cos 3 x}{3^{2}}+\frac{\cos 5 x}{5^{2}}+\cdots\right], 0 \leqslant x \leqslant \pi$.
3. $\frac{8}{\pi}+\left[\frac{\sin 2 x}{2}+\frac{\sin 6 x}{2}+\frac{\sin 10 x}{2}+\cdots\right], 0 \leqslant x \leqslant \pi$.
4. $2\left[\frac{\sin x}{1}-\frac{\sin 2 x}{2}+\frac{\sin 3 x}{3}-\cdots\right], 0 \leqslant x \leqslant \pi$.
5. $-\frac{4}{\pi}\left[\sin \frac{1}{2} \pi x+\frac{\sin \frac{3}{2} \pi x}{3}+\frac{\sin \frac{5}{2} \pi x}{5}+\cdots\right],-2 \leqslant x \leqslant 2$.
6. $\frac{1}{3}+\frac{4}{\pi^{2}}\left[\frac{\cos x \pi}{1^{2}}+\frac{\cos 2 \pi x}{2^{2}}-\frac{\cos 3 \pi x}{3^{2}}+\cdots\right], 0 \leqslant x \leqslant \pi$.

## Section 10.3

1. $4\left[\frac{\sin x}{1^{3}}-\frac{\sin 2 x}{2^{3}}+\frac{\sin 3 x}{3^{3}}-\cdots\right],-\pi \leqslant x \leqslant \pi$.
2. $-\frac{4}{\pi}\left[\frac{\sin x}{1^{3}}+\frac{\sin 3 x}{3^{3}}+\frac{\sin 5 x}{5^{3}}+\cdots\right],-\pi \leqslant x \leqslant \pi$.
3. $f(x) \sim \frac{2}{\pi}-\frac{4}{\pi}\left[\frac{\cos 2 x}{2^{2}-1}-\frac{\cos 4 x}{4^{2}-1}+\frac{\cos 6 x}{6^{2}-1}+\cdots\right],-\pi \leqslant x \leqslant \pi$.
$F(x) \sim-\frac{4}{\pi}\left[\frac{\sin 2 x}{2\left(2^{2}-1\right)}+\frac{\sin 4 x}{4\left(4^{2}-1\right)}+\frac{\sin 6 x}{6\left(6^{2}-1\right)}+\cdots\right], \quad-\pi \leqslant x \leqslant \pi$.
4. $\frac{a_{n}}{n^{k}} \rightarrow 0, \frac{b_{n}}{n^{k}} \rightarrow 0$ as $n \rightarrow \infty$, for all positive $k$.
5. $\frac{n+\frac{1}{2}}{\pi}$

## Section 11.1

1. $\sin x-\int_{0}^{1} \frac{\cos x t}{1+t} d t$
2. $1 /(x+1), x \neq-1$
3. $2 \sin \left(x^{2}\right)-3 x \sin \left(x^{3}\right)+\frac{\cos \left(x^{2}\right)-\cos \left(x^{3}\right)}{x^{2}}, \quad x \neq 0, \phi^{\prime}(0)=0$.
4. $\frac{2 x e^{-1-x^{2}}}{1+x+x^{3}}+\frac{\sin x e^{-\cos x}}{1+x \cos x}-\frac{e^{-1-x^{2}}}{x^{2}\left(1+x+x^{3}\right)}+\frac{e^{-\cos x}}{x^{2}(1+x \cos x)}$

$$
-\frac{1+x}{x^{2}} \int_{\cos x}^{1+x^{2}} \frac{e^{-t}}{1+x t} d t, \quad x \neq 0
$$

9. $\frac{2 \sin \left(x^{2}\right)-3 \sin \left(x^{3}\right)}{x}$
10. $\frac{\sqrt{1-x^{2}}-1}{x^{2}}+\frac{1}{\sqrt{1-x^{2}}}, \quad x \neq 0,1, \phi^{\prime}(0)=0$.
11. $\frac{3 e^{x^{3}}-e^{x y}}{x}$
12. $-4 x^{4} y-4 y^{5}-8 x^{2} y+8 y^{3}$
13. $F_{, 1}=f\left[x, y, h_{1}(x, y)\right] h_{1,1}(x, y)-f\left[x, y, h_{0}(x, y)\right] h_{0,1}(x, y)+\int_{h_{0}(x, y)}^{h_{1}(x, y)} f_{, 1}(x, y, t) d t$.
$F_{, 2}=f\left[x, y, h_{1}(x, y)\right] h_{1,2}(x, y)-f\left[x, y, h_{0}(x, y)\right] h_{0,2}(x, y)+\int_{h_{0}(x, y)}^{h_{1}(x, y)} f_{, 2}(x, y, t) d t$.
14. $\phi_{, 3}=f\left[x, y, z, g_{1}(x, y, z)\right] g_{1,3}(x, y, z)-f\left[x, y, z, g_{0}(x, y, z)\right] g_{0,3}(x, y, z)$

$$
+\int_{g_{0}(x, y, z)}^{g_{1}(x, y, z)} f_{3}(x, y, z, t) d t
$$

## Section 11.2

1. Convergent.
2. Convergent.
3. Convergent.
4. Divergent.
5. Convergent.
6. Convergent.

## Section 11.3

1. $\phi^{\prime}(x)=-\frac{1}{x}+\int_{0}^{\infty} \frac{e^{-x t}}{1+t} d t$
2. $\phi^{\prime}(x)=-\int_{0}^{\infty} \frac{t \sin x t}{1+t^{3}} d t$
3. $\phi^{\prime}(x)=-\frac{1}{x} \int_{0}^{1} \frac{\sin x t}{t} d t$
4. $\phi^{\prime}(x)=\frac{2}{x+1}-\frac{2 x+1}{\left(x^{2}+x\right)^{3 / 2}} \operatorname{arctanh} \frac{x}{\sqrt{x^{2}+x}}$
5. $\phi^{\prime}(x)=\frac{1}{x+1}, \quad \phi(x)=\log (x+1)$

## Section 12.1

3. 4
4. 2
5. (b) Example: $f(x)=x \sin (1 / x), \quad 0<x \leqslant 1, f(0)=0$.

## Section 12.2

1. (a) $\int_{a}^{b} f d g=0$
(b) $\int_{a}^{b} f d g=\left(d_{n}-1\right) f(b)+\left(1-d_{1}\right) f(a)$
2. 2
3. 0
4. Conditions under which the "integration by parts" formula holds.

## Section 13.1

1. 1.581
2. -1.24
3. $1.30,0.67,-2.32$
4. $x_{n+1}=\frac{10+4 x_{n}^{5}}{10+5 x_{n}^{4}} ; \quad x_{1}=1, x_{2}=0.933, x_{3}=0.9303$
5. 0.169

## Section 13.2

$$
\text { 5. } 1+x+x^{2}+\frac{4}{3} x^{3}+\frac{7}{6} x^{4}+\frac{6}{5} x^{5}
$$

## Section 14.1

1. $f^{\prime}=2 x /\left(3 y^{2}+1\right)$
2. $f^{\prime}=-\frac{x y^{2}+2 y}{x^{2} y+3 x}$
3. Example: $F(x, y)=y^{3}-x,\left(x_{0}, y_{0}\right)=(0,0)$
4. $f_{, 1}(1,0)=2, f_{, 2}(1,0)=0$
5. $f_{, 1}\left(0, \frac{1}{2}\right)=-\frac{3}{4}, f_{2}\left(0, \frac{1}{2}\right)=-1$
6. Example: $F\left(x_{1}, x_{2}, y\right)=y^{3}-x_{1}^{3},\left(x_{1}^{0}, x_{2}^{0}, y\right)=(0,0,0)$
7. $f_{, 1,1}=\left(\frac{\partial F}{\partial x_{1}} \frac{\partial^{2} F}{\partial x_{1} \partial y}-\frac{\partial F}{\partial y} \frac{\partial^{2} F}{\partial x_{1}^{2}}-\frac{\partial F}{\partial x_{1}} \frac{\partial^{2} F}{\partial y^{2}}+\frac{\partial F}{\partial y} \frac{\partial^{2} F}{\partial x_{1} \partial y}\right) /\left(\frac{\partial F}{\partial y}\right)^{3}$

$$
\begin{aligned}
& f_{, 1,2}=\left(\frac{\partial F}{\partial x_{2}} \frac{\partial^{2} F}{\partial x_{2} \partial y}-\frac{\partial F}{\partial y} \frac{\partial^{2} F}{\partial x_{1} \partial x_{2}}-\frac{\partial F}{\partial x_{2}} \frac{\partial^{2} F}{\partial y^{2}}+\frac{\partial F}{\partial y} \frac{\partial^{2} F}{\partial x_{2} \partial y}\right) /\left(\frac{\partial F}{\partial y}\right)^{3} \\
& f_{, 2,2}=\left(\frac{\partial F}{\partial x_{2}} \frac{\partial^{2} F}{\partial x_{2} \partial y}-\frac{\partial F}{\partial y} \frac{\partial^{2} F}{\partial x_{2}^{2}}-\frac{\partial F}{\partial x_{2}} \frac{\partial^{2} F}{\partial y^{2}}+\frac{\partial F}{\partial y} \frac{\partial^{2} F}{\partial x_{2} \partial y}\right) /\left(\frac{\partial F}{\partial y}\right)^{3}
\end{aligned}
$$

## Section 14.2

1. $f=\left(f_{1}, f_{2}\right) ; \quad f_{1,1}=-\frac{5}{3}, f_{1,2}=\frac{4}{3}, f_{2,1}=\frac{1}{3}, f_{2,2}=-\frac{5}{3}$
2. $f=\left(f_{1}, f_{2}\right) ; \quad f_{1,1}=\frac{2}{3}, f_{1,2}=\frac{4}{3}, f_{2,1}=-\frac{5}{3}, f_{2,2}=\frac{2}{3}$
3. $\frac{\partial f^{2}}{\partial x_{1}}=\left(\frac{\partial F^{1}}{\partial x_{1}} \frac{\partial F^{2}}{\partial y_{1}}-\frac{\partial F^{1}}{\partial y_{1}} \frac{\partial F^{2}}{\partial x_{1}}\right) /\left(\frac{\partial F^{1}}{\partial y_{1}} \frac{\partial F^{2}}{\partial y_{2}}-\frac{\partial F^{1}}{\partial y_{2}} \frac{\partial F^{2}}{\partial y_{1}}\right)$

$$
\begin{aligned}
& \frac{\partial f^{1}}{\partial x_{1}}=\left(\frac{\partial F^{1}}{\partial y_{2}} \frac{\partial F^{2}}{\partial x_{1}}-\frac{\partial F^{1}}{\partial x_{1}} \frac{\partial F^{2}}{\partial y_{2}}\right) /\left(\frac{\partial F^{1}}{\partial y_{1}} \frac{\partial F^{2}}{\partial y_{2}}-\frac{\partial F^{1}}{\partial y_{2}} \frac{\partial F^{2}}{\partial y_{1}}\right) \\
& \frac{\partial f^{1}}{\partial x_{2}}=\left(\frac{\partial F^{1}}{\partial y_{2}} \frac{\partial F^{2}}{\partial x_{2}}-\frac{\partial F^{1}}{\partial x_{2}} \frac{\partial F^{2}}{\partial y_{2}}\right) /\left(\frac{\partial F^{1}}{\partial y_{1}} \frac{\partial F^{2}}{\partial y_{2}}-\frac{\partial F^{1}}{\partial y_{2}} \frac{\partial F^{2}}{\partial y_{1}}\right) \\
& \frac{\partial f^{2}}{\partial x_{2}}=\left(\frac{\partial F^{1}}{\partial x_{2}} \frac{\partial F^{2}}{\partial y_{1}}-\frac{\partial F^{1}}{\partial y_{1}} \frac{\partial F^{2}}{\partial x_{2}}\right) /\left(\frac{\partial F^{1}}{\partial y_{1}} \frac{\partial F^{2}}{\partial y_{2}}-\frac{\partial F^{1}}{\partial y_{2}} \frac{\partial F^{2}}{\partial y_{1}}\right)
\end{aligned}
$$

9. $x_{1}=y_{1}, x_{2}=y_{2}-y_{1}^{2}$
10. $x_{1}=\frac{y_{1}}{1-y_{1}-y_{2}}, x_{2}=\frac{y_{2}}{1-y_{1}-y_{2}}$
11. All $P\left(x_{1}, x_{2}, x_{3}\right)$ such that $x_{3} \neq n \pi$ for integer values of $n$.

## Section 14.3

1. $\int_{F} K\left(x_{1}, x_{2}\right) d V_{2}=\frac{22}{3}, \quad u_{1}=\left(3 x_{1}-x_{2}\right) / 8, u_{2}=\left(3 x_{2}-x_{1}\right) / 8$
2. $\int_{F} K\left(x_{1}, x_{2}\right) d V_{2}=0, \quad u_{1}=2 x_{1}+x_{2}-2 x_{2}^{2}, u_{2}=x_{1}+x_{2}-x_{2}^{2}$
3. $\int_{F} K\left(x_{1}, x_{2}\right) d V_{2}=-\frac{1}{105}, \quad u_{1}=x_{1}-x_{2}, u_{2}=x_{1}+x_{2}$
4. $\int_{F} x_{3} d V_{3}=\pi / 8$

## Section 14.4

1. 15
2. 45
3. $5 / 2$
4. $(2,1),(-2,-1)$
5. $(\sqrt{2},-\sqrt{2}),(-\sqrt{2}), \sqrt{2})$
6. (a) $n^{1 / n}$

## Section 15.1

1. $M(S)$ is a metric space.
2. Example: Let $A=\left[0, \frac{1}{2}\right) \cup\left(\frac{1}{2}, 1\right]$ and $f(x)= \begin{cases}0 & \text { for } 0 \leqslant x<\frac{1}{2} \\ 1 & \text { for } \frac{1}{2}<x \leqslant 1\end{cases}$

## Section 15.3

13. $f(x)=0$ for $-\infty<x_{1} \leqslant 0 ; \quad f(x)=0$ for $-\infty<x_{2} \leqslant 0$;
$f(x)=1$ for $1 \leqslant x_{1}<+\infty$ and $1 \leqslant x_{2}<+\infty ; f(x)=x_{1}$ for $0 \leqslant x_{1} \leqslant 1$, $1 \leqslant x_{2}<+\infty$;
$f(x)=x_{2}$ for $0 \leqslant x_{2} \leqslant 1,1 \leqslant x_{1}<+\infty$.

## Section 15.4

9. Example: The function $f(x)=\sin (1 / x)$ is continuous on I .
10. It is sufficient that $f$ is integrable on $0 \leqslant y \leqslant 1$.

## Section 16.1

1. $x_{i}=x_{2}^{1 / 2} ;[0, \infty)$
2. Not rectifiable.
3. $T=(\sqrt{3} / 3)\left(e_{1}+e_{2}+e_{3}\right) ; \quad N=(\sqrt{2} / 2)\left(-e_{1}+e_{2}\right)$
$\left.B=(\sqrt{6} / 6)\left(-e_{1}-e_{2}+2 e_{3}\right) ; \quad \kappa=\sqrt{2} / 3\right) ; \quad \tau=1 / 3$
4. $T=\frac{1}{19}\left(e_{1}+6 e_{2}+18 e_{3}\right) ; \quad N=\frac{1}{19}\left(-6 e_{1}-17 e_{2}+6 e_{3}\right)$
$B=\frac{1}{19}\left(18 e_{1}-6 e_{2}+e_{3}\right) ; \quad \kappa=\frac{3}{361} ; \quad \tau=\frac{3}{361}$
5. 14 17. $\frac{\pi}{32} \sqrt{\pi^{2}+32}+\ln \left(\frac{\pi}{4}+\frac{1}{4} \sqrt{\pi^{2}+32}\right)-\frac{1}{2} \ln 2$

## Section 16.2

3. $\int_{F} \boldsymbol{u} d V=0$
4. $\left(2 x_{1}+x_{2}\right) e_{1}+\left(x_{1}-2 x_{2}\right) e_{2}+2 x_{3} e_{3} ; \quad D_{a} f(\bar{x})=27 / 7$
5. $2 x_{1} \log \left(1+x_{2}^{2}\right) e_{1}+\frac{2 x_{1}^{2} x_{2}}{1+x_{2}^{2}} e_{2}-2 x_{3} e_{3} ; \quad D_{a} f(\bar{x})=4 / \sqrt{10}$
6. $D_{a} w(x)=-\frac{1}{\sqrt{14}} \boldsymbol{e}_{1}+\frac{-x_{2}+2 x_{3}}{\sqrt{14}} \boldsymbol{e}_{2}+\frac{4 x_{2}-2 x_{3}}{\sqrt{14}} \boldsymbol{e}_{3}$

$$
D_{a} w(\bar{x})=\frac{1}{\sqrt{14}}\left(-e_{1}+7 e_{2}-2 e_{3}\right)
$$

13. $\operatorname{div} v(\bar{x})=0$
14. $\operatorname{div} \boldsymbol{v}(\bar{x})=-12$
15. $\operatorname{div} \boldsymbol{v}(\bar{x})=-\boldsymbol{a} \operatorname{curl} \boldsymbol{r}(\bar{x})$
16. curl $\boldsymbol{v}=\mathbf{0} ; \quad f(x)=x_{1} x_{2} x_{3}+\frac{1}{3}\left(x_{1}^{3}+x_{2}^{3}+x_{3}^{3}\right)$
17. curl $v=0$
18. $\left(\frac{\partial^{2} u_{2}}{\partial x_{1} \partial x_{2}}+\frac{\partial^{2} u_{3}}{\partial x_{1} \partial x_{3}}-\frac{\partial^{2} u_{1}}{\partial x_{2}^{2}}-\frac{\partial^{2} u_{1}}{\partial x_{3}^{2}}\right) \boldsymbol{e}_{1}+\left(\frac{\partial^{2} u_{1}}{\partial x_{1} \partial x_{2}}+\frac{\partial^{2} u_{3}}{\partial x_{2} \partial x_{3}}-\frac{\partial^{2} u_{2}}{\partial x_{1}^{2}}-\frac{\partial^{2} u_{2}}{\partial x_{2}^{2}}\right) \boldsymbol{e}_{2}$

$$
+\left(\frac{\partial^{2} u_{1}}{\partial x_{1} \partial x_{3}}+\frac{\partial^{2} u_{2}}{\partial x \partial x_{3}}-\frac{\partial^{2} u_{3}}{\partial x_{1}^{2}}-\frac{\partial^{2} u_{3}}{\partial x_{2}^{2}}\right) e_{3}
$$

## Section 16.3

1. $\int_{\vec{C}} g \cdot d r=\frac{1}{3}$
2. $\int_{\vec{c}} g \cdot d r=-2$
3. $\int_{\vec{C}} g \cdot d r=\frac{11}{15}$
4. $\int_{\vec{c}} g \cdot d r=\frac{a_{1}^{2} a_{4}}{3}+\frac{a_{2}^{2}}{2}-\frac{a_{2} a_{3} a_{4}}{3}+\frac{a_{3} a_{4}}{2}$
5. $\int_{\vec{C}} \nabla u \cdot d r=3$

## Section 16.4

11. $-24 \pi$
12. $2 \pi$
13. $2 \pi$

## Section 16.5

5. No.

## Section 16.6

1. $\sqrt{3} / 6$
2. $\frac{15 \sqrt{2} \pi}{4}$
3. $2 \pi$
4. $\pi^{4} / 192$
5. $(17+15 \sqrt{2}) \pi / 4$
6. $1024 \delta / 45$
7. $(2+\sqrt{3}) \delta / 6$
8. $(0,0,0)$
9. Case 1: $4 \pi a^{2} \rho / c$; Case $2: 4 \pi a \rho$
10. $2 \pi \rho$

## Section 16.7

1. If the edges of the cube are parallel to the coordinate axes, then $n= \pm e_{1}$ or $\pm e_{2}$ or $\pm e_{3}$ for each of the appropriate faces.
2. $n=\frac{1}{\sin ^{2} \phi}\left[\cos \theta \sin ^{2} \phi e_{1}+\sin \theta \sin ^{2} \phi e_{2}+\sin \theta \cos \phi e_{3}\right]$

## Section 16.8

1. 0
2. $15 \pi / 2$
3. $\frac{4}{15}$
4. 0
5. $\pi / 2$

## Section 16.9

1. $\frac{1}{8}$
2. $32 \pi / 3$
3. $12 \sqrt{3} \pi$
4. 0
5. $2 \pi$
6. 0
7. $5 \pi$

## Appendix 1

1. $\{-2,1\}$
2. $\left\{\frac{3}{5}, \frac{11}{5}\right\}$
3. $\left\{-6,-\frac{2}{3}\right\}$
4. $\left\{\frac{1}{5}, 3\right\}$
5. $\left\{\frac{1}{4}, \frac{7}{8}\right\}$
6. $(1,3)$
7. $\left(-\frac{4}{3},-\frac{2}{3}\right)$
8. $\left(-\frac{2}{3}, \frac{10}{3}\right)$
9. $\left(-\frac{1}{4}, \infty\right)$
10. $\left(-\infty, \frac{9}{11}\right) \cup\left[\frac{5}{3}, \infty\right)$
11. $(-\infty, 1] \cup[9, \infty)$

## Appendix 2

1. $(-3,4)$
2. $(-\infty, 2) \cup\left(-\frac{1}{2}, \infty\right)$
3. $\left(-\infty,-\frac{1}{3}\right) \cup\left(0, \frac{1}{2}\right)$
4. $(-2,2)$
5. $(-\infty, \infty)$
6. Example: $x^{2}-3 x+2 \leqslant 0$
7. Example: $x^{4}-10 x^{3}+37 x^{2}-60 x+36>0$
8. $(-2,1) \cup(1,2)$
9. $(-3,0)$
10. $(-\infty, 0) \cup\left(\frac{6}{7}, 3\right)$
11. $(-\infty,-3) \cup(1,2)$
12. $\left(-\frac{3}{2},-\frac{3}{14}\right) \cup\left(\frac{3}{2}, \infty\right)$
13. $\left(-\infty, \frac{1}{2}\right) \cup(2, \infty)$

## Index

| Absolute convergence 216 | Bound 62 |
| :---: | :---: |
| Absolute value 495 | Boundary cube 195 |
| Algebra of functions 409 | Boundary square 127 |
| Algebraic number 149 | Boundary of a set 125,143 |
| Alternating series theorem 216 | Boundary of a surface 459 |
| Analytic function 234,403 | Bounded sequence 135, 394 |
| Arc 415 | Bounded set 150 |
| directed 436 | Bounded variation 305 |
| piecewise smooth 418 smooth 417 | Boundedness theorem 70 ff |
| Area $122 \mathrm{ff}, 463$ |  |
| inner 124 | Cantor's diagonal process 311 |
| outer 124 | Cartesian product 132 |
| Arzela's theorem 397 | Category |
| Associative law 2, 4 | first 376 |
| Auxiliary polynomial 182 | second 376 |
| Axiom of continuity (Axiom C) 56 | Cauchy criterion for convergence 75 ff |
| Axiom of inequality 15 | Cauchy product 259 |
| Axioms for a field 1 ff | Cauchy sequence 76, 152, 374 |
| Axioms of addition and subtraction 2 | Cell |
| Axioms of multiplication and division 4 | closed 148,195 <br> open 148,195  |
|  | Center of mass 466 |
|  | Chain rule 85, 176, 191 |
| Baire category theorem 377 |  |
| Ball | Change of variables formula 359 ff |
| closed 136 | Class C ${ }^{k} 357$ |
| open 136 | Closed ball 136 |
| Bessel's inequality 275 | Closed cell 148, 195 |
| Binomial theorem 180, 238 | Closed interval 17 |
| Binormal 420 | Closed path 445 |
| Bolzano-Weierstrass theorem 68 ff | Closed set 125, 138, 168 |

Closure of a set 125,143
Closure property 2,4
Common logarithm 121
Common ratio 212
Common refinement 198
Common refinement of two subdivisions 99
Commutative law 2
Compact set 150, 374
Compact support 427
Comparison test
for integrals 291
for series 213
for unordered sums 250
Complement of a set 140
Complete metric space $329,374 \mathrm{ff}$
Composite function theorem 166, 167
Conditional convergence 216
Connected set 161, 168
Continuity on a domain $43,157,165$, 168
Continuity on the left 43
Continuity on the right 43
Continuous function 30, 157
Contraction mapping 329 ff
Convergence of a double sequence 255
Convergence of integrals 213
Convergent sequence 136
Convergent series 211
Convex function 381 ff
Convex hull 392
Convex set 381 ff
Corner 449
Countable 145 ff
Covering family 78
Covering square 123
Curl 431
scalar 447
Curvature 422
radius of 420
scalar 420
second 420

Darboux integral $98 \mathrm{ff}, 197 \mathrm{ff}$
Darboux-Stieltjes integral 322
Darboux-Stieltjes sum 322
Darboux sum
lower 98
upper 98
Decimal development 503
Decreasing function 64
de Morgan formulas 140
Dense 311, 375

Denumerable 146
Derivative in $\mathbb{R}^{N} 188 \mathrm{ff}, 414$
Derivative of a function in $\mathbb{R}^{1} 83$
Derived set 143
Development
decimal 503
with base $b \quad 503$
Diameter of a set 203
Difference of two sets 124,140
Differentiable function 190
Differential 191
Differential equations 335 ff
Dini test 279
Directed arc 436
Directed distance 508
Directed line segment 508
Direction cosines 383, 509
Direction numbers 383
Directional derivative 183, 192, 424
Dirichlet kernel 276
Distance function 133
Distance from a point to a set 399
Distributive law 5
Divergence 429
Divergence of integrals 213
Divergence operator 427
Divergence theorem 486 ff
Divergent series 211, 255
Domain 10, 164
Double sequence 255
Double series 255, 260
Duhamel's principle 419

Edge 460
Electrostatic potential 470
Empty set 20
Epigraph 385
Equicontinuous 394
Equivalent metrics 134
Euclidean distance 125
Euclidean metric 133
Euler's theorem 177
Existence of a negative 2
Existence of a reciprocal 4
Existence of a unit 4
Existence of a zero 2
Exponential function 117 ff
Exterior cube 195
Extreme-value theorem 70 ff

Family of intervals 77
Family of sets 78

Field 1,5
Figure 124, 196, 464
regular 204
Finite field 5
Finite subfamily 78
First partial derivative 173
Fixed point theorem 330
Fourier coefficients 265
Fourier cosine series 270 ff
Fourier series 263 ff
Fourier sine series 270 ff
Frenet formulas 420
Function from $\mathbb{R}^{1}$ to $\mathbb{R}^{1} \quad 10$
Function of bounded variation 305 ff
Fundamental lemma of differentiation 85, 175
Fundamental theorem of calculus first form 107
second form 107

Gamma function 295
Generalized Mean-value theorem 88
Geometric series 212
Gradient 359, 426
Graph 94
Gravitational field 429
Greatest lower bound 62 ff
Green's theorem 445
Grid 123, 195

Half-open interval 18
Half-range series 270
Heine-Borel theorem 79, 154
Helly's theorem 312
Hilbert space 135
Hölder condition 315
Hölder continuity 280
uniform 315
Homogeneous function 177
Hypercube 149, 195, 389
Hyperplane 383

Ideal element 379
If and only if 5
Image of a mapping 164
Implicit function theorem 341 ff
Improper integral 213
Increasing function 64
Induction, Principle of mathematical 25
Inductive set 25

Infimum 64
Infinite limits 48 ff
Infinite sequence 10
Infinite series 211 ff
Infinitely differentiable 234
Initial value problem 335
Inner area 124
Inner cube 195
Inner square 123
Inner volume 196
Integer 13
Integrable 101, 115
Integral test for series 213
Integration by parts 116
Integration of uniformly convergent sequences 225
Interior point $65,124,143,383$
Intermediate-value theorem $59 \mathrm{ff}, 66$, 161
Intersection of two sets 20, 140
Interval 18, 66
Inverse differentiation theorem 95
Inverse function 94 ff
Inverse function theorem $94,345,357$
Inverse relation 14, 94, 164
Irrational number 13
Isolated point 44, 138

Jacobian 359
Jordan content 122 ff
Jordan curve 445
Jump of a function 265

Lagrange multiplier rule 369 ff
Lattice point 389
Laws of fractions 7
Laws of signs 7
Least upper bound 62 ff
Lebesgue lemma 79, 155
Legendre polynomial 303
Leibniz's rule 91
for improper integrals 298
Lemma of Lebesgue 79
Length of a curve 315, 418
Length of a vector 413
L'Hôpital's rule 88 ff
Limit
obvious 36, 49
one-sided 42 ff
uniqueness of 36,50
Limit comparison theorem 215
Limit of a composite function $39,49,50$

Limit of a constant 36
Limit of equal functions 37
Limit of a function 34
Limit of inequalities 40
Limit point of a set 125,138
Limit of a product 38
Limit of a quotient 39
Limit of a sum 37, 55
Limits at infinity 48 ff
Limits of sequences 55 ff
Line in $E_{n} 508$
Line integral in $\mathbb{R}^{N} \quad 434 \mathrm{ff}$
Lipschitz condition 337
Logarithm function 117 ff
Lower bound 62
Lower Darboux integral 101, 199
sum 98,197
Mapping 10, 164
Mathematical induction 25 ff
Maximum 68, 178
Mean-value theorem 86
Mean-value theorem for integrals 106
Mesh of a subdivision 111, 203
Metric space 133
complete $329,374 \mathrm{ff}$
Metrics, equivalent 134
Minimum 178
Möbius strip 472
Modified Fourier series 273
Modified inductive property 26
Mollifier 406
Moment of inertia 466
Monotone function 64
Moving trihedral 420
Multi-index 180
Multinomial theorem 181
Multiplication of unordered sums 258
Natural logarithm 117
Natural number 10, 25
Necessary and sufficient 6
Negative number 16
Nested intervals theorem 59
Newton's method 329 ff
Non-Archimedean field 56,58
Nondecreasing function 64
Nonincreasing function 64
Nowhere dense 375
$n$th grid 149
Obvious limit 36, 49
One-sided derivative 92

One-sided limits 42 ff
Open cell 148, 195
Open ball 136
Open interval 17
Open set 138, 168
Order of a differential operator 182
Order of a multi-index 180
Orientable surface 472
Oriented simple closed curve 447
Orthogonal vectors 419
Orthonormal basis 423
Outer area 124
Outer volume 196

Partial derivative 173
Partial sum of an infinite series 211, 255
Partition of unity 451
Path 416
directed 416
rectifiable 416
smooth 417
Periodic extension of a function 266
Piecewise continuous function 265
Piecewise linear mapping 170
Piecewise smooth function 265,418
Piecewise smooth simple closed curve 449
Positive definite quadratic form 186
Power series 219, 230
Principal normal 420
Principle of mathematical induction 25
Product 4
Projection 511
Radius of curvature 420
Range 10, 161
Ratio test for series 217
Rational number 13
Real algebraic number 149
Refinement of a subdivision 99, 198
Region
regular 450, 489
simply connected 440
Regular figure 204
Regular region 450, 489
Relation 164
from $\mathbb{R}^{1}$ to $\mathbb{R}^{1} \quad 10$
Remainder in Taylor's theorem 186
Restriction of a function 62,161
Riemann integral 111 ff , 203 ff
Riemann-Lebesgue lemma 278
Riemann-Stieltjes integral 305 ff, 435

Riemann sum 111
Rolle's theorem 86
Root test for series 218
Sandwiching theorem 40,252
Scalar curl 447
Scalar curvature 420
Scalar field 423
Scalar product of vectors 419,514
Schwarz inequality $130 \mathrm{ff}, 135$
Second directional derivative 184
Second partial derivative 178
Separable metric space 393
Sequence 10
Series
absolute convergence 216
comparison test 213, 215
conditional convergence 216
convergent 211
divergent 211
geometric 212
integral test 213
partial sum of 211
power 216
ratio test 217
root test 218
uniform convergence 230 ff
Weierstrass $M$ test 231
Side condition 369
Simple closed curve 445
oriented 447
piecewise smooth 449
Simple linear transformation 360
Simply connected region 440
Smooth function 266
Smooth surface element 456
Solution set 19
Standardized function 265
Step function 65, 109
Stirling's formula 409
Stokes theorem, the 477 ff
Stone approximation theorem 408
Stone-Weierstrass theorem 410
Subdivision of a figure 197
Subdivision of an interval 98
Subfamily of intervals 77
Subsequence 69, 142
Subset 22
Subspace 167
Sum of a series 211
Support 427
Supremum 64
Surface
nonparametric form of 464
orientable 472
piecewise smooth 459
without boundary 459
Surface element 456
area of 460
smooth 456,460

Tangent linear function 190
Tangent linear transformation 462
Taylor's theorem 184
with remainder $185,234,237$
Term-by-term differentiation 230, 260, 281
Term-by-term integration 230, 253, 262, 282
Terms of a series 211
Third partial derivative 179
Tietze extension theorem 400
Torsion 420
Torus 443
Total derivative 190
Total differential 191
Total variation 312
Transformation 164
Triangle inequality 131, 135
Trigonometric series 263
Trinomial formula 14
Triple power series 260
Two-sided limit 45

Unconditional convergence 247
Uncountable 145 ff
Uniform continuity $72,159,169,377$
Uniform continuity theorem 74
Uniform convergence $222 \mathrm{ff}, 230,250$
of integrals 300
Uniform convergence on an interval 222
Uniform Hölder condition 315
Uniform sum 252
Union of two sets 20,125, 140
Uniqueness of limits $36,50,158$
Unit normal function 471
Unit tangent vector 419
Unordered sums $241 \mathrm{ff}, 258$
Upper bound 62
Upper Darboux
integral 101, 199
sum 98,197

Variation of a function 305
Vector field theory 413 ff

Vector function 413 derivative of 414
Vectors in $E_{N} \quad 507 \mathrm{ff}$
Volume in $\mathbb{R}^{N} \quad 195 \mathrm{ff}$ inner 196
outer 196

Weierstrass approximation theorem 411
Weierstrass $M$ test for series 231, 254
for unordered sums 254
Well-ordering principle 28
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[^0]:    ${ }^{1}$ The term "necessary and sufficient" is frequently used as a synonym for "if and only if."

[^1]:    ${ }^{2}$ The principle of mathematical induction is established in Section 1.4.

[^2]:    ${ }^{3}$ That is, the numbers may be made to correspond to the points on a straight line as in analytic geometry.

[^3]:    ${ }^{4} \mathrm{We}$ assume the reader is familiar with the elementary properties of trigonometric functions. They are used mainly for illustrative purposes.

[^4]:    ${ }^{1}$ For purposes of illustration we assume the reader is familiar with the elementary properties of the exponential, logarithmic, trigonometric, and inverse trigonometric functions. The exponential and logarithmic functions are discussed in Section 5.3.

[^5]:    ${ }^{2}$ This proof assumed that $L_{2} \neq 0$. A slight modification of the proof establishes the result if $L_{2}=0$.

[^6]:    ${ }^{3}$ This can be proved only after it is shown that $\sqrt[n]{x}$ is defined for each $x>0$, i.e., if $x>0$ and $n$ is a natural number, there is a unique $y>0$ such that $y^{n}=x$. We have assumed this fact in this chapter for illustration only.

[^7]:    ${ }^{4}$ Strictly speaking, we should write $n \rightarrow+\infty$ instead of $n \rightarrow \infty$. However, for the natural numbers it is a long-established custom to write $\infty$ instead of $+\infty$; we shall continue to observe this custom.

[^8]:    ${ }^{5}$ See v. d. Waerden, Modern Algebra, Ungar Publishing Co., New York, page 211, for an example of a non-Archimedean ordered field. See also Problems 8, 9, and 10 at the end of this section for such an example.
    ${ }^{6}$ In the following sense: the general overriding assumption is that there is a particular number system, called the real numbers and denoted by $\mathbb{R}^{1}$. This system satisfies all the above axioms, including Axiom C. If $X$ is any number system satisfying all the same axioms, it can be shown that there is a one-to-one correspondence between the elements of $X$ and those of $\mathbb{R}^{1}$. Furthermore, the zero and unit elements correspond and the correspondence preserves sums and products. Finally, if $x_{1}, x_{2}, \ldots, x_{n}, \ldots$ and $r_{1}, r_{2}, \ldots, r_{n}, \ldots$ are corresponding elements of $X$ and $\mathbb{R}^{1}$, if both are nondecreasing bounded sequences, and if $x_{n} \rightarrow L, r_{n} \rightarrow L^{\prime}$, then $L$ and $L^{\prime}$ correspond.

[^9]:    * If $a$ and $b$ are the endpoints of an interval, all the points between $a$ and $b$ are called interior points.

[^10]:    ${ }^{1}$ All points of an interval except the endpoints are called interior points.

[^11]:    ${ }^{1}$ Problems $10-15$ assume the reader has studied convergence and divergence of infinite series.

[^12]:    ${ }^{3}$ Theorems with an asterisk may be omitted without loss of continuity.

[^13]:    ${ }^{1}$ If $Q$ is a quadratic form such as $Q(h)=\sum_{i, j=1}^{N} a_{i j} h_{i} h_{j}$, then $Q$ is positive definite if and only if $Q(h)>0$ for all $h \neq 0$. Also, $Q$ is negative definite when $-Q$ is positive definite.

[^14]:    ${ }^{2}$ Sections $9.5,9.6$, and 9.7 may be omitted without loss of continuity.

[^15]:    ${ }^{1}$ For a discussion of improper integrals see Section 11.2. See, also, the example before Theorem 10.2.

[^16]:    ${ }^{1}$ In the second proof of Theorem 14.1 we denoted this mapping by $T_{x} y$.

[^17]:    ${ }^{2}$ In the second proof of Theorem 14.1, the function $\varphi$ is defined by: $F_{, 2}\left(x_{0}, y_{0}\right) \psi(x, y)$.

[^18]:    ${ }^{3}$ In this argument we assume the reader is familiar with the customary $m$-dimensional vector space, denoted $V_{m}$. See Appendix 4.

[^19]:    ${ }^{1}$ A proof of Stirling's formula may be found, for example, in Calculus by T.M. Apostol, Blaisdell, New York, p. 450.

[^20]:    ${ }^{1}$ Appendix 4 gives a brief introduction to vectors in N -dimensional Euclidean space.

[^21]:    ${ }^{2}$ Recall that a set $S$ is convex if, whenever $p$ and $q$ are in $S$, the line segment joining $p$ and $q$ is also in $S$.

[^22]:    * Material marked with an asterisk may be omitted on a first reading.

[^23]:    *See the footnote on page 446.

[^24]:    * Those readers interested only in the basic form of Stokes' theorem may omit this section without loss of continuity.

